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Executive Summary

The WiPLASH project aims to develop wireless-enabled architectures that deliver an
improvement of 10× over existing architectures in multi-chip environments. To that
end, wireless communications promises to provide a powerful, flexible, low-latency,
and broadcast-capable interconnection layer. However, fulfilling that promise within
the stringent resource and bandwidth constraints of the scenario remains a challenge.
Aware of this fact, in this deliverable we propose a protocol stack able to deliver the re-
quired communication performance while being flexible enough to adapt to the multiple
workloads that the wireless on-chip network may need to serve. To combat a possi-
ble lack of bandwidth for data-intensive applications, the proposed protocol stack also
provides support for multiple frequency and space channels, which may be enabled
by the use of tunable graphene antenna arrays. In this context, the main contributions
of this deliverable are: (i) the demonstration that flip-chip computing packages support
the existence of multiple frequency channels between 60 GHz and 240 GHz, as well
as multiple spatial channels with compact antenna arrays; (ii) the analysis of the traffic
generated by the architectures and workloads assumed in the architecture work pack-
ages, demonstrating that such traffic is inherently bursty and hotspot; (iii) the proposal
of a PHY capable of handling the multiple channels via a controller that tunes the fre-
quency and gain of different elements of the RF chain, including the tunable graphene
antennas; (iv) the analysis of whether it is preferable to use the multiple channels to
reduce the latency of the MAC protocol or the latency of the transmission itself; (v)
the proposal and thorough evaluation of multi-channel extensions of two widespread
MAC protocols for on-chip networks; and (vi) a preliminary discussion motivating the
need for bridging the architecture with the protocol stack in an attempt to maximize the
system performance through appropriate reconfiguration policies at the lower layers of
the communications stack.
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Abbreviations and Acronyms

WNoC Wireless Network-on-Chip

WNiP Wireless Network-in-Package

THz terahertz

EM Electromagnetic

AlN Aluminum nitride

SiP System-in-Package

BER Bit Error Rate

SNR Signal-to-Noise Ratio

SoC System-on-Chip

MAC Medium Access Protocol

CSMA Carrier-Sensing Multiple Access

PHY Physical Layer

OOK On-Off Keying

SPP Surface Plasmon Polariton

SIR Signal-to-Interference Ratio
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1. Introduction

Efficient integrated networks at the chip scale for data exchange between the process-
ing elements of a multicore processor or System-on-Chip (SoC) is a prerequisite for
high performance in such computing systems. Currently, most systems incorporate
a Network-on-Chip (NoC) consisting of a set of on-chip routers and intra-chip wired
links [1]. However, recent trends in computer architecture are leading to extreme scal-
ing (using many processor cores), specialization (using hardware accelerators), and
disintegration (interconnecting multiple small chiplets in a System-in-Package (SiP) in-
stead of building large monolithic SoCs). This casts unprecedented bandwidth and
reconfigurability requirements on the interconnect fabric, which now has to also ex-
tend beyond the limits of a single chip [2, 3]. New paradigms are thus required in the
manycore era, which is the hypothesis over which the WiPLASH project unfolds.

Among the different emerging alternatives, wireless in-package communications
stand as a promising contender as advocated by WiPLASH [4,5]. This communication
paradigm relies the use of Electromagnetic (EM) waves for data transmission using
the chip package as communications medium. The resulting wireless links provide
low latency, inherent broadcast capabilities, and global reconfigurability; three unique
features that wired alternatives, including nanophotonics, cannot offer because of need
of a path infrastructure (and possibly many hops) to reach distant locations [4–6].
By integrating such wireless links within and across chips, the concepts of Wireless
Network-on-Chip (WNoC) and Wireless Network-in-Package (WNiP) are born.

Figure 1.1 illustrates the wireless paradigm of WiPLASH through an example of an
heterogeneous architecture with multiple wireless links within and across chips. Also,
without loss of generality, the figure presents a simplified protocol stack that defines the
communication process. Information coming from the processors or memory modules
go through a network interface, which routes the data towards the wired or wireless
network (network layer); once entering the wireless network, the Medium Access Pro-
tocol (MAC) protocol determines the channel that shall be used for transmission and
the right instant for transmission (link layer). Upon transmission, data is serialized
and modulated by the transceiver (physical layer). Modulated signals are radiated and
propagate through the computing package until they reach the receiver, which demod-
ulates the signals, deserializes the bits, checks that there are no errors on the packet,
and then passes the information towards network interface, which delivers it to the
processor core or memory module if they are the intended receivers.

As demonstrated in the literature and within WiPLASH, the unique features of
WNoC and WNiP networks can become key enablers of radically new architectures
capable of pushing the scalability limits of nowadays SoCs and SiPs [7–9]. However,
wireless communications also have disadvantages, namely: (i) the moderate or low en-
ergy efficiency stemming from the need to compensate for the detrimental effects of the
wireless channel; (ii) the non-negligible chip area required to lay out the transceivers
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Figure 1.1: A general view of the WiPLASH vision on wireless communications at
the chip scale within a heterogeneous computer architecture and multiple frequency-
tunable, beam-steerable antennas. At the bottom, we show the logical structure of the
wireless network with its network, link, and physical layer protocols.

that serialize, modulate and radiate the information; and (iii) the low aggregate band-
width resulting from the need to share a few channels among all antennas. WiPLASH
aims to address these three disadvantages, with this deliverable focusing on the lack
of bandwidth specifically.

Thus far, radiation in WNoC and WNiP environments is typically assumed to be
omnidirectional and within a single fixed frequency band in concordance with the re-
quired simplicity and limited availability of directive antennas in this scenario. How-
ever, WiPLASH proposes to use miniaturized tunable antenna arrays to produce field
concentrations both (1) in certain areas of the chip leading, possibly, to spatial multi-
plexing, and (2) in different frequency channels. By implementing such multi-channel
directive schemes, we can build architectures that leverage the advantages of the wire-
less approach while alleviating some of the downturns such as the low bandwidth or
low efficiency.

In this direction, the main aims of this deliverable are, first, to demonstrate that the
chip scenario can support such multiple frequency and space channels, and second, to
outline a protocol stack that builds on those multiple channels to implement a wireless
network that can adapt to different architectures and workloads. To these ends, the
main contributions reported in this document are:

• A model of a typical chip package from an electromagnetic perspective and show,
via full-wave simulations, that this scenario can sustain multiple frequency and
spatial channels. This demonstration is made assuming vertical monopoles, but
could be easily extended to planar antennas similar to graphene patches.

www.wiplash.eu 13 September 30, 2022
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Figure 1.2: Graphical abstract of this deliverable. We start by a context analysis,
motivating the need for a protocol stack handling multiple channels and bursty/hotspot
traffic. Subsequent chapters discuss the implications of that at the physical, link, and
network layers.

• A study of the communication requirements of legacy general-purpose and novel
AI-oriented processor architectures to dimension the requirements cast on the
wireless network and justify the need for reconfigurable architectures.

• A description and an evaluation of the techniques and tradeoffs that become nec-
essary when considering multiple channels within the network at compressed
protocol stack of on-chip environments. In particular, we discuss the manage-
ment of multiple channels at the physical, medium access, and network levels.

In the current state of the art, wireless-enabled architectures have been either sim-
plified to account for the single-channel limitations of currently achievable wireless
transceivers [10–12], or assumed to account for multiple space, frequency or code
channels, often neglecting the difficulty of implementing such channels at the antenna
or transceiver side [13–16]. Works trying to substantiate the multi-channel assumption
have been limited to directive antenna designs [17–19] and have not touched upon
tunable radiators or transceivers, nor the behavior of the on-chip wireless channel in
those cases. Hence, the results contained in this deliverable advance beyond the state
of the art in the field.

The remainder of this deliverable is organized as summarized in Figure 1.2. In
Chapter 2, we first lay down the methodological details for the results shown in the
subsequent chapters. In Chapter 3, we present a brief analysis of the on-chip com-
munications context, touching upon two critical aspects, namely, (1) the support for
multiple wireless channels, and (2) the communication requirements of different ar-
chitectures. In Chapter 4, we analyze the trade-offs of using multiple channels at the
physical layer and propose a controller to manage the different modes of a tunable
graphene antenna array. In Chapter 5, we study different methods to assign channels
to packets with the aim to maximize performance. To that end, we extend the proto-
cols evaluated in previous deliverables with their respective multi-channel versions. In
Chapter 6, we briefly describe the possible ways that the network layer could work with
the architecture to maximize the performance of the system. Finally, the deliverable is
concluded in Chapter 7.
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2. Methodology

This chapter summarizes the methods employed in subsequent chapters to model the
different aspects impacting the performance and resource consumption of wireless
links within a computing package. Figure 2.1 shows a graphical schematic of the
methodology, which details inputs and outputs, how the different parts interact with
each other, as well as the software used in each step.

In essence, we model the wireless channel using a methodology based on the one
used in Deliverable D3.1 [20] together with some extra processing for the simulation
of arrays and the treatment of the results. In particular, we model phased arrays of
antennas instead of single antennas and use simultaneous excitation from multiple
arrays to evaluate potential interference patterns, towards the formation of multiple
spatial patterns. More details on the methods to obtain these parameters are given in
Section 2.1.

At the physical layer of design, the availability of several channels can be used to
increase the bandwidth of a single transmitter or give service to multiple transmitters
simultaneously. One can choose to have a design that accommodates both options.
In any case, the tradeoffs are analyzed via simulations as depicted in Section 2.2.

Assuming a given data rate and error rate from the physical layer, a link layer anal-
ysis delivers the performance of a wireless link in terms of latency and throughput.
To that end, event-driven simulations are conducted which consider different types of
traffic, different number of antennas sharing a link, and different number of available
channels. More details on the simulation methods are depicted in Section 2.3.

Finally, to analyze the communication requirements of different architectures, which
will definitely influence the decisions at the protocol stack, or to evaluate the impact
of different network design decisions at the system level, we rely on full-system archi-
tectural simulations. For spatiotemporal workload analysis, we extract communication
traces and then perform some post-processing steps to extract the spatial and tempo-
ral characteristics. Further details are given in Section 2.4.

2.1 Wireless Channel

In our previous work in Deliverable D3.1 [20], the electromagnetic wave propagation
within three different computing packages (flip-chip, interposer and bondwire) was as-
sessed. The methodology used for this task was based on taking advantage of the
static and monolithic nature of the systems in question. All the packages were sim-
ulated in the full-wave solver CST Microwave Studio [21], because of its variety of
methods for solving computational electromagnetism problems in the frequency and
time domains. The packages were modeled based on datasheets and real packages
features, and simulated in the frequency and time domains. Several simulations and

15



WiPLASH D3.3 H2020-FETOPEN-863337

NET

MAC

PHY

Wireless Channel

System Architecture

CST
Microwave

Studio

Antenna

Model
SINR 

Analysis

Space

Channels

Frequency

Analysis
Frequency

Channels

Multi2sim
(modified)

gem5-X &
GVSoC

Channel

Assignment

Protocol

Model
Latency and 

throughput

Architeture

Model
Cycle-acc

Simulation
Traffic

Models

Cycle-acc

Simulation

System-level

Speedups

Figure 2.1: General view of the methodology used in this deliverable for the modeling
of the wireless channel, the evaluation of link-layer protocols, and the assessment of
system architectures and their traffic traces.

parameter sweeps were performed by changing the materials and dimensions of the
layers of the package, as well as the frequency ranges. This allowed us to obtain the
field distribution and S-parameters of the channel, which were then feed to a MATLAB
post-processing to achieve path loss (PL) of the channel.

In this deliverable, the methodology from D3.1 is adapted to study the availability of
frequency and space channels in on-chip environments. The methodology is summa-
rized Figure 2.2. In the following, we first describe the physical environment modeled
in CST in Section 2.1.1 and the antennas used in our study in Section 2.1.2. Then,
we outline the specific methods followed to study the frequency and spatial chan-
nels in Sections 2.1.3 and 2.1.4, respectively. All simulations have been performed in
two workstations, namely, a quad-core CPU at 3.90 GHz with 32 GB of RAM and a
GeForce GTX 1080Ti GPU to accelerate time-domain simulations, and a 16-core CPU
at 2.16 GHz with 128 GB of RAM.

2.1.1 Environment Description
The channel modeling simulations considered in this deliverable are only carried out in
a flip-chip package model due to its structural simplicity and its better support for wire-
less communications, as concluded in Deliverable D3.1 [20]. However, we note that
the same analysis could be performed in an multi-chiplet interposer-based package,
which is very similar to the flip-chip one.

An instance of a complete flip-chip package with solder bumps is shown in Figure
2.3. During the manufacturing process, the solder bumps are deposited on the chip
pads and, then, the chip is flipped over and its solder bumps are aligned precisely to
the pads of the package carrier external circuit.

The layers are described from top to bottom as summarized in Table 2.1. On top,
the heat sink and heat spreader dissipate the heat out of the silicon chip, as they both
have good thermal conductivity. Bulk silicon serves as the foundation of the transis-
tors. This layer has low resistivity (10 Ω·cm), which is convenient for the operation
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Figure 2.2: Methodology used in the evaluation of spatial and frequency channels in
on-chip environments.

of transistors, but not for electromagnetic propagation [22]. The interconnect layers,
which occupy the bottom of the silicon die as shown in the inset of Fig. 2.3, are gener-
ally made of copper and surrounded by an insulator such as silicon dioxide (SiO2) [23].
Finally, we find a package substrate or PCB below the bump array. Although the mate-
rial of the carrier may be alumina or similar, we model it as perfect electrical conductor
due to the existence of a dense metallic redistribution layer within it.

The bulk silicon used in the chip substrate generally has low resistivity, and there-
fore a thin substrate is preferred [24]; whereas materials used as heat spreaders have
low electrical losses [22] and rather thick layers are desirable. To evaluate this im-
pact in our simulations, we assume that both the substrate and the heat spreader,
Aluminum nitride (AlN) in our case, can have a thickness of either 0.1 or 0.5 mm each.
On the sides of the die, we assume an empty space of variable size filled with air or
epoxy. The package is laterally enclosed with a metallic lid.

2.1.2 Antenna Design
Due to its good a priori lateral coupling and opportunistic compatibility with conven-
tional chip package designs, we have chosen a vertical monopole antenna as baseline
for our study. The monopole antenna is modeled as a thin and long cylindrical metal-
lic structure, placed vertically passing through the silicon and fed from the first metal

Figure 2.3: Schematic of the layers of a flip-chip package.

www.wiplash.eu 17 September 30, 2022



WiPLASH D3.3 H2020-FETOPEN-863337

Table 2.1: Characteristics of the layers in a flip-chip package and default dimensions.
εr is the relative permittivity of the material, tan(δ) is the loss tangent, and ρ refers
to the conductivity. PEC stands for perfect electrical conductor (lossless material of
infinite conductivity).

Thickness Material εr tan(δ) ρ

Heat sink 0.1–0.5 mm Aluminum PEC PEC PEC
Heat spreader 0.1–0.5 mm Aluminum Nitride 8.6 3·10-4 –
Silicon die 0.5 mm Bulk Silicon 11.9 – 10 Ω·cm
Insulator 10 µm SiO2 3.9 0.025 –
Bumps 87.5 µm Cu and Sn PEC PEC PEC
Redistribution layer 3 µm Copper PEC PEC PEC
PCB 0.5 mm Epoxy resin 4 – –
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Figure 2.4: Reflection coefficient of a single monopole antenna within a chip at 80 GHz
before and after the length tuning.

layers. Practically, this can be implemented by fabricating TSVs that emerge from the
metallization layers and prematurely stopping the fabrication before reaching the heat
spreader. Since the bumps layer is seen as a solid metallic block of metal at 60 GHz,
due to the small bump pitch, this layer acts as a sort of ground plane for the monopole,
increasing the effective antenna length due to image theory [25].

L =
λ

4
=

vp
4 · f

=
c0

4 · √εSi · f
(2.1)

where c0 is the speed of light, f is the target frequency, and εSi is the permittivity of
silicon in that frequency region.

While the monopole will, in principle, fit entirely within the silicon layer, its proximity
to the interface with the heat spreader material with a different permittivity may lead
to a shift in the resonance. Taking this into account, to adjust the dimensions of our
antenna, we first model a simple scenario with a quarter-wave monopole sized using
(2.1). Afterwards, we introduced the monopole in the chip environment and we fine-
tuned the length with multiple simulations to get a good reflection coefficient close to
the desired central frequency. See Figure 2.4 for an example at 80 GHz.
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Figure 2.5: Top view of monopole antennas in the chip

2.1.3 Frequency Channels Methodology
To test frequency diversity, the flip-chip is subjected to several simulations in different
frequency ranges similarly to in Deliverable D3.1 [20], but in this case, having actual
antennas modeled in the channel. The chip will have dimensions of 16×16 mm2, while
the layers are as described in Section 2.1.1. Figure 2.5 shows the distribution of the
monopoles in the chip.

The outcome of each simulation is a set of S-parameters relating the output at
the receiving antenna as a function of the input at the transmitting one. Once the S-
parameters are obtained, the channel frequency response Hij(f) is evaluated for each
antenna pair as

GiGj|Hij(f)|2 =
|Sji(f)|2

(1− |Sii(f)|2) · (1− |Sjj(f)|2)
, (2.2)

where Gi and Gj are the transmitter and receiver antenna gains, Sji is the coupling
between transmitter i and receiver j, whereas Sii and Sjj are the reflection coefficients
at both ends as obtained from the simulations.

Once the study for a particular chip package is done, we sweep the dimensions
of the different materials to understand whether the availability of different frequency
channels is maintained while engineering the package to reduce losses. To this end,
we apply the variations described in Table 2.2. Each scenario that is simulated with
the variations of the materials is also simulated for several frequencies (60, 80, 100,
120, 200), so the monopole length must be tuned to ensure resonance at the desired
frequency. An important matter to consider here is that in certain combinations of sili-
con thickness and frequency range, the monopole will not fit entirely within the silicon
layer, which leads to a manufacturing-complex design. For instance, we study the
channel for silicon thickness of 0.2 mm, while at frequencies of 60 GHz and 80 GHz,
the monopole would be 0.3285 mm and 0.2429 mm long, respectively. These design
points are avoided in our simulations. In this manner we can size up the behaviour of
the chip on different frequencies.

2.1.4 Spatial Channels Methodology
To complement the support of multiple frequency channels, we explore spatial mul-
tiplexing. There are some limitations regarding the number of non-overlapping fre-
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Table 2.2: Flip-chip variations for frequency channels support.
Default Value Variations Units

Heat spreader 0.5 0.2, 0.4 mm
Silicon die 0.5 0.12, 0.2, 0.4 mm
Frequency 60 80, 100, 120, 160, 200 GHz

quency channels achievable [26] as well as an inherent increase in hardware com-
plexity, not affordable in this resource-constraint scenario. Hence, we instead aim to
create field distributions concentrated in different parts of the chip using antenna ar-
rays, and explore the phase distributions that result in field hotspots. To carry out the
feasibility analysis of the spatial channels, we start from the flip-chip design with the
default frequency and widths shown in the Table 2.2. In this case, there will be no vari-
ations in the characteristics of the materials, but rather in the position of the antennas,
the distances among them and their excitation phases. Also, in order to reduce the
computational cost of the simulations, the chip size has been reduced to 10×10 mm2.

For this experiment, we also select monopole antennas. When placing a single
antenna in the chip and performing some phase sweeps to its excitation to create or
direct the field concentration to any part of the chip, none of the sweeps yield any con-
trollability or appreciable differences in the field concentration, as expected. Therefore,
to be able to direct the beam or create concentration of energy in any part of the chip,
we will need to use antenna arrays.

This entails a larger study because, although the bulk silicon characteristics allows
to create compact arrays, one must take caution with the antenna position in the chip,
the number of elements we can afford to place, as well as the minimal distance among
them to avoid mutual coupling. The coupling issue was studied placing two monopoles
in the corner of the chip, then exciting them with the same phase at the same time
and monitoring the S-parameters to get a measure of the coupling in each case. We
simulate λ/20, λ/10, λ/8, λ/5, λ/4 and λ/2 where λ = c0√

εSi·f
is the wavelength in silicon.

The results derived from this experiment show that for minimum distances between
elements the coupling seems to remain low. The experiment id duplicated but for a 16
element array placed in the corner of the chip. We use two antennas (antennas 6 and
7) placed in the center of the array to measure the influence of the increase in the
number of elements.

The results are seen in Figure 2.6 and prove the harmful effect of adding more
antennas and lowering the distance among them, leading to an inter-element coupling
worse than -10 dB when the distance is smaller than λ/4. With these results, in terms
of manufacturing simplicity and area constrains, the best compromise is to explore the
energy concentration with a 16-element array with distances of λ/4 among them.

After we settle in the optimal array configuration, we are set to find a combination of
excitation phases that can provide a clear beam and certain controllability. Instead of
using an analytic approach, we use the post-processing combine results tool offered by
CST, to study the changes in the energy patterns. This makes a sweep of the phases
re-using and combining the fields provided by the solver’s field monitor at 60 GHz.
To simplify the simulations further, we built a smaller environment with one monopole
and employed the array factor tool offered by CST to recreate the pattern of an actual
array. Hence, we manipulated the radiation pattern of the antenna creating a virtual
array after checking that this did not decrease the accuracy of the simulation.
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Figure 2.6: Landscape of the array and test coupling results for different distances
among the elements.

2.2 Physical Layer

At the physical layer, we focus on the evaluation of the area and power required to
implement a wireless interface capable of transmitting at R bits per second, including
the analog front-end, data converters, and the serialization scheme. Moreover, we may
be interested in calculating the area and power overhead of certain aspects related to
the management of multiple channels, such as an adaptive controller at the PHY layer
or the MAC circuits.

For the serialization circuits, data converters, and analog front-end we use the
methodology developed in Deliverable D3.2 [27]. In particular, the serialization circuits
take base on area and power values from related work [28–30] adapted to the speeds
required in our systems, assuming that area scales linearly with data rate due to the
need to employ larger multiplexers and demultiplexers (or more stages) while power
consumption scales linearly with data rate as it implies faster switching of the multi-
plexers and demultiplexers. The data converters area and power are assessed based
on extrapolations from models that summarize the data from Murmann’s survey [31]
and its multiple figures of merit. Finally, the analog front-end models depend on the
sub-system (e.g. power amplifier models come from existing surveys [32]) and are
also based on a preliminary link budget to estimate the required gains and the effect
of noise. We refer the interested reader to Deliverable D3.2 [27] for more details.

To assess the potential overhead of certain digital circuits used in the controllers
and other circuits proposed in this deliverable, we use either comparisons with state-
of-the-art designs that provide a similar functionality, or specific simulators such as
CACTI [33] for integrated memory systems.

2.3 Link Layer

The link layer of design assumes the existence of a physical layer providing a raw
transmission rate R through a number of channels. These channels may be shared
among a number N of wireless interfaces, whose MAC protocol will determine when
to send and how to manage collisions, if any.
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In this deliverable, we propose several possible implementations of multi-channel
versions of known MAC protocols for on-chip communications described in Section
2.3.1. In particular, we propose ways to assign a number NC of channels (which may
be frequency or space channels) to the different packets that need to be transmitted.

To assess the performance of these MAC protocols, one can resort to analytical
models like those of the original works on Carrier-Sensing Multiple Access (CSMA)
[34]. However, these depend on multiple assumptions that do not necessarily hold in
the WNoC scenario, e.g. Poisson arrivals [26, 35]. Instead, we resort of event-driven
simulation of the WNoC to obtain the performance metrics as we depict in Section
2.3.2.

2.3.1 Baseline Protocols
As discussed in Deliverable D3.2 [27] as well as other review articles [26, 36], re-
lated works on MAC for WNoC can be divided into various groups, namely multiplex-
ing in space, time, frequency, or code [14, 17, 37], different variants of token passing
[14,38–40], random access protocols [41,41,42], and hybrid approaches [12,42–44].
Seeking to model different types of MAC protocols, our baselines consider a random
access protocol resembling CSMA and a token passing variant as collision-free pro-
tocol. These protocols are initially modeled as single-channel protocols, but then ex-
tended to support multiple channels via different assignment alternatives described in
Section 5.1. More specifically, our simulations consider these protocols:

Carrier Sensing (BRS) with which we aim to represent contention-based protocols.
We model the slotted version of the BRS-MAC protocol [41], using non-persistence
and adopting the NACK burst mechanism to reduce the control overhead. The
preamble size is fixed to 20 bits, which implies that the preamble accounts for a
variable portion of the transmission. A packet will be considered lost in the unlikely
case that it exceeds the maximum number of retries (8). Note that the network will
most likely be saturated when this happens.

Token Passing (W-TOKEN) this category aims to represent a design family that relies in
rigid strategies to avoid contention. In token passing, only the core that possesses
the token is able to transmit [45]. One full packet can be transmitted in each round.
We do not split long messages into flits here as the packet latency would be unac-
ceptable, whereas bulk transmissions are not allowed for fairness reasons. Upon
completion, or in case there is nothing to transmit, the token is handed off to the
next core. We assume that the token passing is performed implicitly.

2.3.2 Simulation
The characterization of link-level performance requires obtaining the latency and through-
put of a link shared by a variable number of nodes, for different types of traffic, and
increasing the load from a few packets per second up to levels where the saturation of
the link is expected. This requires implementing the MAC protocols and traffic gener-
ators within a network or architecture simulator that replicates the WNoC scenario.

In our case, evaluations are carried out in the cycle-accurate architecture simulator
Multi2sim [46]. Multi2sim has been augmented with wireless on-chip communication
modules that model collisions and multiple MAC protocols, on top of which we im-
plemented multi-channel versions of the token passing and random access protocols
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described above. Multi2sim admits synthetic traffic and multithreaded applications. In
this deliverable, we use the synthetic traffic generator described below.

2.3.2.1 Traffic Patterns

Typically, NoCs are evaluated with synthetic traffic models that have, as main parame-
ter, the injection rate λ in packets/cycle. Widespread simple models assume a Poisson
process with the same average injection rate for all cores. However, as we will see in
Section 3.1, traffic shows a clear self-similarity caused by the data dependencies within
the applications. Moreover, common memory patterns such as producer-consumer
lead to some cores transmitting more often than others. Our traffic model takes these
aspects into account as follows.

Temporal burstiness: We model a heavy-tailed distribution of traffic via a Pareto
distribution [35]. In more detail, injection is composed by bursts of length tON followed
by periods of silence of length tOFF . Bursts and silences are expressed as

tON =
bON

(1− U)1/a

tOFF =
bOFF

(1− U)1/a

(2.3)

where bON = 1, bOFF = bON(
1
λ
− 1), U is a random generator following a uniform

probability distribution of values between 0 and 1, and a = 3 − 2H. The value of H ∈
[0.5, 1), the Hurst exponent, leads to increasing degrees of self-similarity as H → 1.

Spatial hotspotness: To model an uneven injection of traffic across nodes, we make
use of the hotspotness parameter σ proposed in [47], where σ represents the standard
deviation of the spatial injection distribution. In particular, we generate a Gaussian
probability distribution with σ2 variance and sample it with N points corresponding to
the number of cores. Then, each point is randomly assigned to a core ID. That value,
normalized to 1, is used as probability of being assigned a new packet. Hence, low
values of σ will lead to higher concentrations of traffic around a few cores.

2.3.2.2 Performance Metrics

Two metrics are generally employed to evaluate the performance of a given MAC pro-
tocol. On the one hand, the latency of the protocol τMAC measures the time spent
by a packet in the MAC queue, this is, from the instant the message is queued un-
til the transmission is successful. Multi2sim calculates such delay and adds it to the
transmission and propagation delays, which are deterministic and dependent on the
packet length, transmission speed, and distance among antennas. On the other hand,
an equally important metric is the MAC throughput M , which is calculated as average
rate of correct transmissions, in bits per second or any derivative (e.g. packets per
clock cycle). Throughput is typically reported at saturation, this is, at the load after
which throughput does not increase anymore.

In this work, we perform a complete evaluation by increasing the load from very
small values to saturation. To provide a better view of the statistics of latency and
throughput across protocols, we visualize the results as box-plots containing a com-
plete suite of statistics across 15 load points corresponding to evenly spaced loads,
from negligible to saturation.
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2.4 Network-Architecture

For the context analysis, at the architecture layer, we are interested in assessing which
is the communication load that a certain architecture and application generates and
that the wireless network may need to serve. To this end, we use architecture sim-
ulators to assess a set of architectures and applications, obtaining traces and then
parsing them for a spatiotemporal analysis. Section 2.4.1 describes the simulators,
architectures, and applications for general purpose and accelerator-oriented systems.
Then, Section 2.4.2 describes the methods and metrics obtained from the spatiotem-
poral analysis.

2.4.1 Simulation
The communication patterns and the induced pressure on the wireless network is
dependent on the architectural organization of the target system-in-package. Striving
to provide and unbiased view of the capabilities of in-package wireless technology,
we herein consider two different scenarios. First, we investigate a state-of-the-art
general purpose system, featuring multiple cores interfaced via a multi-level cache
hierarchy, supporting off-the-shelf operating systems (Section 2.4.1.1). Second, we
target a massively parallel, specialized system featuring clusters of ultra-low-power
cores and dedicated scratchpad memories (Section 2.4.1.2). Both architectures are
detailed in the following.

2.4.1.1 General Purpose System

The general purpose platform was modelled by the project partner EPFL using the
gem5-X full system simulation environment [48]. The modelled system is organized
in 4 clusters, where each cluster comprises 4 ARMv8 out-of-order cores running at 2
GHz. Each core has private 32 kB L1 instruction and data caches, and each cluster
has a shared 1 MB L2 cache. The main memory is characterized is a DDR4 DRAM of
4 GB running at 2400 MHz.
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Figure 2.7: Target general purpose system.

We targeted a collection of workloads:

• 3 applications from the SPLASH-2 suite (OceanCP, Radiosity and Raytrace) [49]
• 2 CNNs mapped with intra-layer parallelism i.e., in which the computation of each

layer is distributed among cores (MobileNetV1 and MobileNetV2 [50])
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• 4 CNNs with inter-layer parallelism i.e., in which each CNN layer is mapped
to a core (AlexNet [51] and the three Chatfield variations VGG8F, VGG8M and
VGG8S [52])

Communication traces were acquired using dedicate gem5 components termed
“communication monitors”, which were instantiated in-between each L2 cache and
main memory, hence logging all transactions at the cluster level. Each entry in the
trace indicates the processor originating the data transfer, the transfer direction (read
or write), its size in bytes, and the transfer time stamp. Logging was performed emu-
lating an ideal interconnect, where any transaction consumes one clock cycle only. In
all cases, the virtual system ran Ubuntu 16.04.

2.4.1.2 Massively Parallel Accelerators

The massively parallel accelerator platform was modelled by the project partner UNIBO
using the GVSoC full system simulation environment [53]. The modelled system is or-
ganized in up to 512 PULP clusters, where each cluster comprises up to 16 PULP
RISC-V cores (CORES), 1 In-Memory Accelerator (IMA), up to 1 MB shared scratch-
pad data memory (L1) and a DMA subsystem to move data between memory hierarchy
autonomously. The main memory (L2), of up to 1.5 GB, is globally shared by all the
clusters. The entire system frequency is set to 1 GHz. Clusters and L2 are intercon-
nected via a scalable and parameterizable hierarchical network, whereas every level
has its own latency and bandwidth.

Figure 2.8: Target massively parallel accelerator system.

We targeted two workloads:

• ResNet-like CNN inference mapped with inter- and intra-layer parallelism, i.e.,
layers are distributed among groups of clusters, while the single group shares
the layer execution [54]

• ResNet-like CNN training mapped with distributed data-parallel computational
model, i.e., every cluster performs training passes (forward and backward) inde-
pendently on different batches [55].

Communication traces were acquired using GVSoC’s system traces, in particular
the ones related to the DMA movements between scratchpad memories (cluster-to-
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cluster communications) or between scratchpad memory and global memory (cluster-
to-L2 communications). The system traces are non-intrusive special events used by
the simulator to keep track of the execution state of every module in the simulator with
text messages. Each entry in the DMA traces indicates the source and destination
of the data transfer, the transfer direction (read or write), its size in bytes, and the
transfer time stamp. GVSoC emulates an ideal interconnect to extract traces, where
transactions consume one clock cycle.

2.4.2 Trace Parsing and Analysis
Trace files obtained for each of the above mentioned architectures are pre-processed,
cleaned and analysed. Method of analysis and graphs obtained for both the architec-
tures are similar for common parameters and also customised for each. MATLAB and
unix shell tools are used to process and analyse in conjunction with each other.

The communication traces for the system described in Section 2.4.1.1 are over 14
GB. There are 10 workloads in total. For each workload, there are four trace files
detailing the packets that were sent and received at every of the core clusters (specif-
ically, the memory-side ports of each L2). The files have been imported in MATLAB
using multiple techniques to handle huge files, and then cleaned and analysed. Raw
memory addresses are mapped to corresponding cores to identify source and desti-
nation of the packets. Timestamp of each packet is used, in the form of inter-arrival
time, for temporal analysis. Ideal interconnect speed (1 GHz) was taken for calculating
cycle time and cycle bin size.

For the architecture described in Section 2.4.1.2, data for 2, 4, 8, 16 and 32 clusters
is obtained. The traces have been cleaned and the memory addresses mapped to
corresponding clusters and the L2 memory for both source and destination. Similar
metrics as above architecture were obtained with the same methods to compare both
the interconnects. Each calculated value corresponds to a particular system, and no
averages have been taken.

With regards to the trace analysis, we first note that communication data traversing
an interconnection network exhibits temporal variance. In other words, the level of
burstiness or packets per unit time is not constant and varies across applications. We
thus parameterize this level of burstiness using a single parameter, the Hurst exponent
H. Self-similarity is exhibited where 0.5 < H ≤ 1. There are a number of tests to
measure H as self-similarity manifests itself in a number of ways. Here we use time-
domain analysis based on the re-scaled adjusted range statistic, known as the R/S
statistic. To obtain H, one plots log10

R(s)
S(n)

versus log10n. This is called an R/S pox
plot, where the slope of the R/S line is H. This slope is calculated using an inverse-
variance-weighted least-squares curve fit.

Another interesting aspect to investigate is the spatial distribution of the traffic in-
jection over multiple clusters or cores. Results in this regard may be useful for the
identification of potential hotspots. To evaluate the spatial distribution, we calculated
the coefficient of variation (CoV) as cv= σ/µ, where σ and µ are the standard deviation
and mean of the spatial injection distribution. We chose this metric in order to mea-
sure dispersion while filtering out the dependence of the standard deviation with the
overall number of injected messages. A higher CoV means a higher concentration of
the packet injection over given cores.

www.wiplash.eu 26 September 30, 2022



3. Context Analysis

Wireless chip-scale communications are among the different candidates for intercon-
necting processing elements and memory within complex computing packages. Specif-
ically, the wireless paradigm has been proposed as a complement to the wired inter-
connects to (i) reduce the latency in communication between distant processors, pos-
sibly across chip boundaries, (ii) alleviate existing bandwidth bottlenecks caused by IO
pin limitations, and (iii) establish global and reconfigurable links. These are possible
thanks to the inherent low latency, broadcast capability, and lack of path infrastructure
of the wireless technology.

Designing such wireless networks on chips requires, as for any other network, un-
derstanding the resources (e.g. channels, bandwidth, power) available as well as the
communication requirements (e.g. load, deadlines) to be satisfied. In prior works such
as [26], such a context analysis has been initiated. In the framework of the WiPLASH
project, however, the rules of the game change by the introduction of graphene an-
tenna arrays, which could provide multiple channels through frequency tuning and
reconfigurable beaming. Also, the introduction of AI workloads and accelerators and
the potential need for adaptive architectures also pose new interesting challenges.

In light of the above, in this chapter we provide an update of the context analysis
for wireless on-chip networks. First, in Section 3.1, we qualitatively state the main
characteristics of the scenario as already underlined in prior works [26]. Then, we
add two specific contributions to the existing analyses. In particular, we prove that
computing packages can potentially support multiple frequency and spatial channels
in Section 3.2. Then, we quantify the communication requirements of the architectures
and AI applications considered in the WiPLASH project, as a relevant subset of the
applications that may run in multi-chiplet systems in the future, in Section 3.3.

3.1 General Considerations

Wireless in-package communications gather a distinctive mixture of requirements and
constraints, which will likely define the feasible solution space in protocol design.
These are summarized quantitatively in Figure 3.1 and qualitatively discussed in the
following subsections.

3.1.1 High Performance
Computing systems demand ultra-fast and reliable communications mainly because
the communication latency slows down the computation and minor errors may corrupt
a full program execution. Generally, systems are architected to hide latencies as much
as possible, but at the cost of indirection and complex memory hierarchies [56]. Also,
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Figure 3.1: The chip-scale communication landscape in the heterogeneous chiplet
era: Network-in-Package (NiP) to interconnect chiplets, Network-on-Chip (NoC) for
multicore processors, and dense fabrics for accelerators. For the three scenarios, we
list popular system sizes, number of nodes, bisection bandwidth, latency, energy per
transmitted bit, and topology.

some applications may tolerate certain types of errors [57], but certainly cannot be
considered a general-purpose technique.

Most WNoC proposals consider wireless in the order of 10–100 Gb/s to achieve
system-wide latencies around or below 10 ns, hence being applicable (at least in terms
of latency) to all the scenarios summarized in Figure 3.1. It is also widely accepted
that the error rate should be comparable to that of wired interconnects, i.e. ∼10-15 [58].
This has several implications, namely: (i) the channel needs to support such a high
bandwidth, (ii) the physical layer of design needs to use a modulation that either has
a very high spectral efficiency in bit/s/Hz or a low order modulation with a very high
modulation rate, and (iii) the MAC protocol needs to ensure high throughput with low
delays, not only in average but also in the worst case.

3.1.2 Resource Awareness
Energy supply is generally guaranteed in computing systems, yet limited by heat dissi-
pation constraints. Currently, power has actually become a first-class driver of proces-
sor design, relying on the use of power-gating among other techniques [59]. Similarly,
chip real state is a precious resource due to cost reasons relative to fabrication and
yield, i.e. larger chips have a higher probability of fabrication faults.
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Taking into consideration that wireless in-package communications imply the inte-
gration of a large number of transceivers and antennas on a small number of chips,
an effort must be made to minimize their area and energy footprint. This generally
implies that simple low-order modulations are preferred as they do not require bulky
or power-hungry components [60]. From the perspective of the wireless channel, re-
source awareness forces architects to minimize path loss while increasing the fre-
quency, looking for wide spectral bandwidths to satisfy the high data rate requirements.

3.1.3 Monolithic and Static System
A multicore processor is basically a monolithic system from the designers’ point of
view and often a proprietary solution. The design team has a certain control over
the architecture and the physical landscape of the system. This represents one of
the main uniquenesses of the WNoC scenario, as in traditional wireless systems, the
network stack and the applications are designed and developed by different teams.
Additionally, communication takes place in a confined space that is static and known
beforehand [61].

The implications are manifold. For instance, the chip-scale channels become quasi-
deterministic at the physical and link layers [61]. Such a static property can be ex-
ploited to streamline the performance of encoders and decoders, which now do not
have to depend on signal statistics [62]. Also, protocols can be optimized (or even
co-designed) given the knowledge and control exerted over the architecture and appli-
cations [26].

3.2 Multiple Wireless Channels within Package

Signals radiated by the transmitting antenna suffer losses and dispersion as they prop-
agate through the channel, which affect the ability of the receiver to correctly demod-
ulate the transmitted information. Moreover, it is generally held that two overlapping
transmissions through the same channel (frequency, space, and time) would create a
collision and be lost. Due to the resource constraints of the scenario stated above, a
research line considers that WNoCs/WNiPs may make use of a single broadband and
broadcast channel and let a MAC protocol either avoid or resolve collisions. However,
this requires not only that antennas be broadband, but also that the chip package
supports very wide channels, which is difficult in light of the results of our previous
reports [20,27].

Graphene is able, at least theoretically, to change this landscape by providing an
affordable way to enable frequency and space channels even within a chip. This is
due to two key properties enabled by their plasmonic behavior at terahertz (THz) fre-
quencies, namely, miniaturization and tunability. In a nutshell, plasmonic effects allow
graphene antennas to be smaller, by even orders of magnitude, than metallic anten-
nas of the same frequency. Moreover, the resonance frequency can be tuned over
relatively wide margins by changing the electrostatic bias of the antenna. For more
details, we refer the reader to WP1-WP2 deliverables or to related works in the litera-
ture [63–66].

The properties of graphene antennas would in principle enable the development
of very compact and tunable antenna arrays, possibly opening the door to working
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with multiple frequency and space channels. However, this capability does not have
value unless it is demonstrated that the in-package wireless environment supports
such channels. In this section, we aim to prove that a flip-chip package can indeed
support multiple frequency (Section 3.2.1) and space channels (Section 3.2.2).

3.2.1 Support for Multiple Frequency Channels
To prove the support of multiple frequency channels, we perform multiple simulations
over a given flip-chip package, modeling a vertical monopole antenna tuned to a partic-
ular frequency band each time. Figure 3.2 shows the S11 parameters obtained for one
of the material thicknesses sweeps for the modeled antennas, which were required to
operate at 60-80-100-120-160-200 GHz. In each simulation, all S-parameters were
seen in a wide 10 GHz bandwidth.
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Figure 3.2: S11 parameter of the monopole antennas at different frequencies with
Si=0.4mm and AIN=0.2mm.

From the simulations it was concluded that in general, we were able to tune the
antennas to the required frequencies. Also, the higher the operating frequency, the
larger and wider the S11 parameter. In our experiments, we could also see (not shown
in the results for the sake of brevity) that by reducing the thicknesses of the materials,
both Aluminum Nitride and Silicon, the values of the S11 parameters increase a little.
Either way, the numbers obtained in all cases are around -10 dB for all frequencies,
which makes them acceptable.

Figures 3.3 and 3.4 show the values of mean and maximum path loss across all
antenna pairs, respectively. These values have been obtained for each frequency with
different combinations of material thicknesses. Hence, the figures provide both (1) an
assessment of the variations across frequencies and (2) a measure of the improve-
ments achieved when making variations to the scenarios.

We can observe that the mean and maximum path losses do not vary appreciably
when changing the frequency of operation. In the average, there is less than 10 dB
variation across frequencies, whereas the worst-case path loss varies by around 13 dB
at most. Even though there is not a formal definition on which variations are acceptable
to consider the scenario to support multiple frequencies, it seems that the lossy nature
of silicon leads to a non-resonant cavity without frequency-selective behavior.
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Figure 3.3: Mean path loss across different frequency bands and variations of the
thickness of the silicon and heat spreader layers.

With regard to the dimensions choices, we observe how the results vary when the
AIN thickness is increased and we decrease that of silicon. The best path losses num-
bers are obtained for the case where AIN=0.4mm and Si=0.2mm or 0.12mm where the
operation frequencies allow this thickness to perform the simulations. With this combi-
nation, we achieved acceptable values of 45 dB and 53 dB for the mean and maximum
path losses, respectively, for the 160 GHz and 200 GHz channels. The worst values
where obtained for the combination AIN=0.2 and Si=0.4, with maximum losses of more
than 80 dB and mean losses of over 60 dB.

Maximum propagation losses (PL) for each frequency and each Si and AIN thicknesses
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Figure 3.4: Maximum path loss across different frequency bands and variations of the
thickness of the silicon and heat spreader layers.
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(a) (b)

Figure 3.5: Field distributions of a phased array with configurations to steer the field
along (a) the Y axis and (b) the X axis of the coordinate system.

3.2.2 Support for Multiple Spatial Channels
To demonstrate the support for multiple spatial channels, we now consider monopole
arrays within the same exact package than in the previous section. We refer the reader
to Section 2.1.4 for details on the array design methodology. As a result of this method-
ology, we are able to show that a 4×4 array, placed on the bottom left corner of the
chip, can radiate towards the opposite corners with a clear and well shaped field dis-
tribution (see Figure 3.5). To that end, appropriate phases need to be applied to the
signals fed to each antenna of the array. In Table 3.1, we list the specific excitation
phases applied on each antenna to get the parallel channels.

Table 3.1: Phase distributions leading to the field distribution in Figure 3.5
Vertical Beam

Port 1 2 3 4 5 6 7 8
Phase 90 120 150 180 0 30 60 90
Port 9 10 11 12 13 14 15 16
Phase -90 -60 -30 0 -180 -150 -120 -90

Horizontal Beam
Port 1 2 3 4 5 6 7 8
Phase 0 -330 -300 -270 -150 -120 -90 -60
Port 9 10 11 12 13 14 15 16
Phase 60 90 120 150 270 300 330 0

These results imply that, although conventional array theory may not be fully appli-
cable within a chip due to some typical free-space assumptions not holding, we can
still gain some control over the field concentration and create different spatial patterns
by carefully applying the excitation phases to the antennas.

The next step is to come up with a combination that leads to two parallel channels
radiating at the same time without interfering with each other. To do this, we place an
identical array in the upper right corner (array 2), and perform phase sweep procedure
described in Section 2.1.4. This sweep is based on the results obtained with the
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(a) (b)

Figure 3.6: Field distributions of two phased arrays with configurations to steer the field
towards the opposite corner along (a) the Y axis and (b) the X axis of the coordinate
system.

array factor in the one monopole scenario. Figure 3.6 presents the results of our
simulations. At first sight, when visually comparing the resulting field concentrations
with those of Figure 3.5, it seems that we manage to create two parallel concentrations
of energy that radiate at the same time, in principle without interfering with each other.
This already proves one of our main goals, which was to create non-interfering beams
inside a chip using antenna arrays.

To verify that the channels seen in Figure 3.6 radiate as independently as they
appear to do, another post-processing step is performed by using the resulting fields of
the phase manipulation of the two parallel vertical channels. We take the field created
when only the array on the bottom left corner (array 1) radiates and subtract from it the
field produced when both arrays radiate. This gives us the level of interference on array
1 when array 2 radiates. From the left plot of Figure 3.7, it is observed that the space
where array 1 dominates is clearly along its Y axis, with bright colors, whereas the
other side of the chip clearly shows dominance from array 2. Overall, both channels
are separated by way more than 20 dB of interference, hence they are isolated from
each other. To further quantify the possibility of having multiple channels, one can
resort to a Signal-to-Interference Ratio (SIR) calculation as a measure of the reliability
of the channel in this case. From the right plot of Figure 3.7, we see that the radiation
from array 1 arrives to the intended opposite corner with a SIR of more than 40 dB,
meaning that the interference level at the intended receiver is very low when both
arrays radiate simultaneously.

The current analysis can be repeated at different frequencies and for different posi-
tions of the transmitting and receiving arrays. This is precisely one of the results of our
extended work presented in [67]: the same methodology is followed to demonstrate
that the spatial channels are also achievable at higher frequencies, i.e. 110 GHz, and
at a higher granularity, this is, three channels in three rows/columns.

3.3 Traffic Analysis of Multiprocessor Architectures

Understanding the traffic to be served is a fundamental step towards the design of
any network. As a result, in this context analysis, we aim to deliver some insight from
the analysis of workloads derived from a range of architectures from general-purpose,
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Figure 3.7: Interference field (left) and Signal-to-Interference Ratio (SIR, right) at 60
GHz in the case of vertical corner-to-corner communication.

single-chip, homogeneous processors to chiplet-based, accelerator-oriented and pos-
sibly heterogeneous systems. We summarize the outcomes of prior work [26] in Sec-
tion 3.3.1 with respect to the former case, and shed new light on the communication
requirements of the latter type of systems in Section 3.3.2.

3.3.1 Analysis of Legacy Systems
The main characteristics of the workloads traditionally exhibited by multithreaded ap-
plications in single-chip multiprocessors are heterogeneity, variability, spatial hotspot
behavior, and temporal bursty behavior. In more detail:

• Heterogeneity: Manycore processors need to support heterogeneous traffic
profiles coming from diverse applications. Traditionally, local and unicast com-
munications have dominated, but it has been shown that global and multicast
flows can also become significant in manycore processors [7, 47]. Figure 3.8(a)
illustrates this by plotting the percentage of long-range and multicast traffic as
a function of the number of cores in legacy benchmarks [68]. The rise of the
chiplet paradigm might exacerbate this aspect, as specialization may lead to dif-
ferent chiplets generating completely different intra-/inter-chiplet traffic patterns.

• Variability: The existence of a wide range of programming models and appli-
cation domains may cause large changes in terms of communication demands
from one application to another. Moreover, the particular chiplet combination in
a heterogeneous architecture influence in such a variability, as different applica-
tions may require to use a particular accelerator chiplet intensely while others
may not. Within each particular application, phase behavior also leads to wild
variations on the traffic characteristics over time [69]. Such a behavior is ex-
emplified in Figure 3.8(b), which clearly shows how the application fluidanimate
alternates between communication-intensive and computation-intensive phases.

• Spatial hotspot behavior: Soteriou et al. revealed that most applications gen-
erate traffic unevenly across the processor cores [47]. Similarly, in our prior
work [68], we confirmed that multicast flows can be concentrated around a few
cores. Figure 3.8(c) reproduces some of these results by plotting the standard
deviation σ ∈ [0,∞) of the injection distribution, where small values represent
hotspot traffic.

• Temporal bursty behavior: Soteriou et al. also demonstrated that on-chip traffic
is self-similar. Hence, packets are injected in bursts followed by relatively long
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Figure 3.8: Workload characterization of different multiprocessor architectures and
applications exhibiting (a) increasing heterogeneity, (b) intra-application variability, and
(c) inter-application variability with bursty and hotspot traffic.

silences. The Hurst exponent H ∈ [0.5, 1] evaluates this behavior, where large
values indicate bursty behavior. As shown in Figure 3.8(c) and also in [68], traffic
in multicore processors tends to be busty (H > 0.7), a trend that is likely to
continue to hold in chiplet architectures as shown next.

There are at least two important lessons to take away from this analysis. First, the
heterogeneity and variability of traffic suggests that protocols should be reconfigurable
to adapt to large-scale changes with a reasonable cost. However, slow reconfigura-
bility may not be enough to cover the needs of modern computing systems, since the
harmful hotspot/bursty characteristics of traffic call for fast and fine-grained adaptivity.

3.3.2 Analysis of WiPLASH Architectures
Next, we provide the results of a similar analysis made on the architectures that
WiPLASH explores, from general-purpose chiplet-based systems executing both tra-
ditional and AI workloads, to massively parallel accelerators. The methodology and
architectures are described in Section 2.4.

3.3.2.1 General Purpose System

The communication traces for 10 applications were obtained. For each application,
the communication at L2 port for each core was analysed. The main characteristics
of such workloads are heterogeneity, variability, spatial hotspot behavior, and temporal
bursty behavior captured as following:

• Temporal Burstiness: As the results of Figure 3.9(a) show, in all the traffic
traces, injected packet arrivals (packets per unit time) are self- similar as H is
well above 0.7 except raytrace and oceancp. Besides this, Figure 3.9(b) shows
aggregated time series with 10k cycle bins for core 0 of alexnet which is more
intuitive to understand and justifies its H value indicating highly bursty and self-
similar traffic. The traffic pattern for all other applications is similar to Figure
3.9(b) over corresponding cores and is not shown here for conciseness. Figure
3.9(a) also provides us with bandwidth of data averaged over all cores for each
application. The applications seem to behave iterative over the interconnect as
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Figure 3.9: Traffic characterization of applications running on a general-purpose
chiplet-based architecture showing (a) temporal burstiness and average bandwidth
of each application, (b) pictorial proof of self-similarity and iterative behavior for the
injected traffic of the alexnet application at core 0 aggregated over 10000-cycle bins,
(c) Coefficient of Variation (CoV) of the spatial injection distribution of packets, and (d)
relative packet count at each core for all applications.

their bandwidth wraps around 1 GB/s. The only exception is alexnet which pro-
duces huge amount of traffic at core 0 also confirmed by Figure 3.9(b).

• Spatial Distribution: The CoV for all applications is greater than 1, showing a
high variance of traffic averaged over all the cores. More results from Figure
3.9(d) can be drawn. It shows the normalized packet count at each core for each
application. It is clear that core 0 and core 1 receive the highest amount of traffic
for most applications, exceptions being oceancp and raytrace. The reason is that
these applications produce more random traffic in the network as shown by their
hurst exponents. Distribution of traffic over the cores is accounted by the protocol
under use than the underlying architecture, latter being uniform.

• Variability and Heterogeneity: The results also illustrate how applications lead
to very distinctive behaviors, showing iterative behavior within the application and
also large variations in the spatiotemporal behavior across applications.
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3.3.2.2 Massively Parallel Accelerators

The communication traces were obtained for ResNet training for 2, 4, 8, 16 and 32
clusters. The main characteristics of such workloads are heterogeneity, variability,
spatial hotspot behavior, and temporal bursty behavior captured as following:

• Temporal Burstiness: Figure 3.10(a) shows the values of Hurst exponents for
each cluster size running ResNet training. For each cluster size, values above
0.8 meaning the traffic is highly bursty and self-similar showing a long-term mem-
ory effect. Also the exponent increases with cluster size meaning more bursti-
ness with increased components. To get an overview of temporal traffic, Figure
3.10(b) shows the packet count in bins of 100 cycles for the system with 32 clus-
ters. The traffic is dense at some points and almost non-existent at other. The
latter can be explained by the algorithm implementation of ResNet distributed
training where in the mentioned timeframe the clusters do not talk to each other
and compute within themselves. The more bursty part is during the middle where
the distribution is close to random and at the end where the aggregation part of
the algorithm is processed. The average bandwidth of traffic communication re-
mains under 1 GB/s until 32 clusters are used as shown in Figure 3.10(a).

• Spatial Distribution: Figure 3.10(c) plots the CoV of each system. Two obser-
vations can be noted here: first, CoV is higher than 1 for each of the systems,
indicating the high spatial variance of injected traffic. Second, that CoV rises
with the cluster size. This indicated more variation with increased components
in a system due to cross-talk between clusters. An interesting view is provided
by Figure 3.10(d). The x-axis represents the source of packet generation in a 32
cluster system and the y-axis represents the destinations. Here the memory is
represented by L2. The pattern observed describes the selection of clusters for
the ResNet training with distributed pattern in a binary fashion. The dense top
row indicated that most traffic is destined towards the memory.
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Figure 3.10: Traffic characterization of ResNet training on different cluster sizes of
Massively Parallel Architecture (a) Hurst exponent and average bandwidth for each
cluster size, (b) Pictorial “proof” of self-similarity in the “burstiness” preservation sense
for injected traffic on 32 clusters aggregated over 100-cycle bins, (c) Coefficient of
Variation (CoV) of the spatial injection distribution of packets for each cluster size, and
(d) heatmap showing traffic movement from source to destination with 32 clusters.
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4. Physical Layer

The Physical Layer (PHY) defines how bits are transmitted over the wireless links
and, thus, plays a fundamental role in determining the requirements of the associated
transceivers. In a WNoC, the PHY module will basically serialize processor messages,
modulate the resulting bits at a given frequency much higher than the processor clock,
and deliver the modulated signal to the antenna. The inverse operation is performed
at reception.

There are two fundamental decisions that affect the physical layer deeply. The first
one is the frequency of operation, which determines the dimensions of the required an-
tenna, commensurate to the classical definition of wavelength λ in metallic antennas or
to the Surface Plasmon Polariton (SPP) wavelength λSPP in graphene antennas. It also
determines the available bandwidth and the complexity of designing an accompanying
transceiver, especially if the frequency approaches fT or fMAX of the technology. The
second decision relates to the modulation to use, which not only defines the transmis-
sion speed in bits-per-second for a given bandwidth in Hertz, but also largely impacts
on the complexity of the required transceiver to implement it. Finally, the modulation
also determines the Signal-to-Noise Ratio (SNR) required to achieve a given Bit Error
Rate (BER) at the receiver end.

As further explained in Deliverable D3.2 [27], in the wireless on-chip scenario, one
tends to increase the frequency of the system as much as the technology allows while
choosing a simple but fast modulation to minimize the area required by the antenna
and the transceiver. One may also resort to a single broadband channel in an attempt
to minimize the amount of filters or other components required to implement a set of
narrower channels. However, such a trend may change if designers are able to
provide multiple channels which are broadband and separated enough, either in
frequency or space, to minimize inter-channel interference. This could seem the
case in WiPLASH, since graphene antennas could provide wide tunability [70] and,
as shown in Section 3.2, the in-package environment might be able to support such
widely-spaced and weakly-interfering channels.

Due to the introduction of multiple on-chip channels, the PHY will be impacted
in ways that are summarized in Figure 4.1. A first decision to make is whether the
transmitter is equipped with means to split a single packet and transmit multiple parts
of it at multiple channels simultaneously. As discussed in Section 4.1, this would help
reduce the transmission delay which is useful at low loads, while also alleviating the
requirements in the serialization and data conversion stages. Then, depending on
the channel that is assigned (and hence the possible changes in path loss or even
antenna gain that may ensue), one may need to tune not only the antenna frequency,
but also the modulator frequency and the power amplifier frequency and gain. This is
discussed in Section 4.2. Finally, one would need to develop a controller which, given
a channel assignment, is capable of configuring the transceiver so that the appropriate
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modes of serialization, data conversion, modulation, amplification, and antenna tuning
are activated. A design for such a controller is given in Section 4.3.

4.1 Handling Multiple Channels

The availability of multiple space and frequency channels in principle allows to increase
the overall capacity of the network, increasing the throughput and reducing the delay.
These channels can be used to either (1) transmit a single message from a single
transmitter faster using multiple channels in parallel, (2) transmit multiple messages
from multiple transmitters in parallel. The first choice reduces the transmission latency
due to the higher data rate, whereas the second one generally alleviates the pressure
on the MAC protocol.

Next, we discuss the different alternatives in terms of transceiver and antenna de-
sign to accommodate the capacity of handling multiple channels, to then describe the
serialization considerations stemming from the use of multiple channels in a single
transmitter. The discussion on how to use multiple channels at the MAC level is given
in Chapter 5.

4.1.1 Impact on Transceiver Design
The accommodation of multiple channels at the physical layer depends on multiple
aspects, which include the following:

• Whether the antenna (arrays) are fixed or tunable.
• Whether arrays can transmit multiple independent beams simultaneously.
• The modulation used.
• Whether the transceiver is fixed or tunable in frequency.
• Whether we can afford to have multiple modulators in parallel.
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While our results in previous sections show that antenna arrays leading to a sort
of beaming are possible on-chip, the realization of multi-beam patterns is less likely.
Moreover, transmitting multiple (potentially different) messages over multiple beams
as it is done in multi-user MIMO [71] requires signal processing techniques that are
prohibitive given the tight area and power budget constraints of the application at hand.
Therefore, we will limit our discussion to the handling of multiple frequency channels at
the physical layer. Also, for simplicity and agreeing with the short introduction made at
the beginning of this chapter, we assume that the modulation is On-Off Keying (OOK).

Among all the different possibilities stemming from the list of decisions above, we
will start from a single-channel fixed design and progressively add tunability to the
different components towards having a fully tunable RF front-end. We will not discuss
alternatives that are unfeasible, such as employing multiple tunable transceivers with a
single fixed non-tunable antenna. The different options are graphically represented in
Figure 4.2. Next, we discuss the pros and cons of the different options, as summarized
in Table 4.1.
(a) Fixed single RF-chain and antenna: this is the case by default where both an-
tenna and RF-chain are fixed to a single broad frequency band. This leads to mini-
mum complexity and overhead, but does not offer any flexibility to switch to another
frequency channel, nor transmit via multiple channels simultaneously. If the antenna
is replaced by a phased array, one would be able to transmit through a specific spatial
channel.
(b) Fixed multiple RF-chains and antennas: this option would lead to maximum flex-
ibility as the information can be transmitted to any of the frequency channels or even
multiple of them simultaneously as indicated in Figure 4.3. Also, one can receive from
all the frequencies at the same time if required. Thanks to this, one could do very quick
broadcasts using all channels for a single message, or run scatter primitives efficiently
by sending multiple different pieces of information to multiple destinations in parallel.
Of course, this option leads to the maximum overhead as the space-consuming RF-
chain is replicated several times. Finally, this can be combined with spatial channels
by having multiple arrays instead of single antennas.
(c) Fixed multiple RF-chains and single tunable antenna: to reduce the overhead of
the previous option and considering that graphene could lead to the building of widely
tunable antennas, one could feed multiple transceivers to a single tunable antenna
through a selector. However, this would lead to only being able to transmit through a
single (yet choosable) channel still at the expense of a considerable area overhead, un-
less aggressive RF component reuse techniques are implemented or ultra-broadband
sub-systems are employed [72]. Similarly, one cannot receive from all channels at the
same time, meaning that the antenna should be tuned to the appropriate channel –
otherwise information may be lost. In any case, access to multiple channels can be
leveraged at the MAC layer to reduce the latency. If the tunable antenna is replaced
by a tunable phased array, one would be able to transmit through a specific spatial
channel as well.
(d) Tunable RF-chain and antenna: in this final case, the entire RF-chain includ-
ing the transceiver and the antenna are tunable. In reality, not all the components of
the transceiver need to be tunable, as the baseband remains unchanged and some
sub-systems such as the power amplifiers can be extremely wideband [72]. One would
achieve a modest overhead with respect to the fixed solution while still retaining flexibil-
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Figure 4.2: Evolution of a multi-channel PHY implementation from (a) single fixed RF-
chain, to (b) multiple fixed RF-chains, (c) multiple chains with tunable antenna, and
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instead of a single antenna, regardless of whether it is tunable or not.

Table 4.1: Summary of different PHY schemes.

Antenna Transceiver Channel
Selection

Parallel
Transmission Overhead Crosstalk

Single Fixed Single Fixed No No Low No
Multiple Fixed Multiple Fixed Yes Yes Very High High
Single Tunable Multiple Fixed Yes No High Medium
Single Tunable Single Tunable Yes No Moderate No

ity to transmit to a selected frequency channel. Also, if the tunable antenna is replaced
by a tunable phased array, it would be possible to transmit through a specific spatial
channel as well. However, this renders unfeasible the transmission to or reception
from multiple channels at the same time.

4.1.2 Assessing Multi-channel PHY
From Table 4.1, we reiterate the qualitative observation that the multi-chain and multi-
antenna option provides the highest level of flexibility. Indeed, this option not only
allows to choose among a set of channels to transmit, which can be leverage at the
MAC layer as we will see in Chapter 5, but also to use multiple channels concurrently
to transmit a single message. Hence, the schemes shown in Figure 4.3 could be
implemented, where two or even four channels are used to transmit fractions of a
packet hence cutting the transmission delay in half or by four times.

To implement a multi-channel PHY, besides having multiple RF front-ends with their
RF chains and antennas, the serialization step should be adapted so that bits are fed at
the right speed to the correct transceiver. A possible implementation of such adaptive
serializer is shown in Figure 4.3. A first serialization needs to be done to serialize
the W bits coming from the processor or memory into 4 high-speed lanes. Then,
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two DEMUX-MUX stages serve to choose between quad, dual, or single channel. In
between these stages, 2:1 multiplexers allow to translate between the quad-channel
configuration and the other two.

To understand the area and power overhead of this option, we first refer the reader
to Deliverable D3.2 [27]. The models therein indicate that, in general, the transceiver
area and power increase with the frequency. In the case of OOK modulation, we esti-
mated an area and energy between 0.45 mm2 and 1.7pJ/bit, and 0.63 mm2 and 5 pJ/bit
in the range between 60 GHz and 240 GHz. Compared to these figures, the overhead
of the serialization stage would be modest given that only a few extra multiplexers and
demultiplexers are needed. In our example here, we would need to accommodate four
channels of 20 GHz each, which we assume centered in 60-90-120-150 GHz with 10
GHz guard band in between. Hence, the cost of a quad-RF transceiver would sky-
rocket from 0.45 mm2 and 1.7pJ/bit to 2.1 mm2 and 2.5 pJ/bit approximately, respec-
tively. In comparison, and according to the models in D3.2 [27], achieving a similar
data rate than the quad channel option using a single ultra-broadband transceiver (as-
suming that the wireless in-package channel allows that) would require half the area
and a similar power budget.

Another pertinent question is whether the improvement in terms of transmission
delay has an impact on the overall performance of the network. In this respect, even
though reducing the transmission delay by a given factor is generally beneficial, we
observed in Deliverable D3.2 [27] and later in Chapter 5 that the overall latency of a
transmission is largely impacted by the time spent at the MAC layer (either waiting to
transmit or resolving collisions). In fact, the benefit of reducing the transmission delay
from, say, eight cycles to two cycles may be masked by the overhead of the MAC
protocol. To illustrate this, we take the baseline MAC protocols described in Section
2.3 in a link shared by 64 nodes and modify the transmission delay from eight cycles to
two cycles (that could correspond, for instance, to the transmission of a short 160-bit
packet using a 20 Gb/s and a 4×20 Gb/s channel).

As shown in Figures 4.4 and 4.5, the improvement in the raw speed of the physical
layer has an impact on the overall latency of the wireless link, especially in the case of
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Figure 4.4: Performance of a transceiver link in a 64-node network with CSMA-like
MAC protocol with hotspot ( S0.1) and spread out traffic (S100) from 40 Gb/s to 10
Gb/s of raw speed.

CSMA-like protocols where the low-load latency is mostly determined by the PHY rate.
The average latency is higher for slow links, but the worst-case (outlier) latency points
are similar regardless of the link speed. In terms of throughput, we observe that the
decrease in throughput for slower links is not directly proportional to the loss of speed.
As an example, the ratio between the throughput achieved with 40 Gb/s and 10 Gb/s
links, which could be expected to be close to 4×, is actually 0.18/0.08 ∼ 2.25×. In the
case of token passing, the impact of transmission speed in latency is small because
the latency is dominated by the overhead of passing the token. In terms of throughput,
the difference can be proportional to the difference in raw speed, but it is noted that,
when the traffic is hotspot, token passing loses much of its appeal at high speeds.

In conclusion, the overhead of having multiple RF-chains to increase the speed of
a single transmission will probably not compensate for the overall gain in performance
due to the large impact of the MAC protocol. Instead, as we will see in Chapter 5, it
is desirable to use the multiple channels to alleviate the impact of the MAC layer by
reducing either the waiting time or the likelihood of a collision.

4.2 Link Budget Considerations

Regardless of the choice to handle the diversity of frequency and space channels
potentially offered by having multiple RF-chains and/or using tunable antenna arrays,
one needs to consider the different channels may not have the same power budget
and, hence, the output power may need to be tuned accordingly.

From link budget theory, one can evaluate the power that needs to be radiated at
the transmitter to ensure a given signal strength at the receiver and, hence, a specific
error rate boundary. In short, the SNR can be expressed as [73]

SNR =
Pt ·Gt ·Gr ·B

N · LRX · PL ·R
(4.1)
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Figure 4.5: Performance of a transceiver link in a 64-node network with a token passing
MAC protocol with hotspot ( S0.1) and spread out traffic (S100) from 40 Gb/s to 10
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where Pt is the power at the output of the transmitter, Gt and Gr are the gains of the
transmitting and receiving antennas, LRX is the loss of the receiver, and N = k·T0 ·B ·F
is the input noise power that depends on the Boltzmann constant k, the receiver noise
temperature T and the noise figure of the receiver F . Other known terms discussed
above are B for bandwidth, R for transmission rate, and PL for path loss.

Let us assume, for simplicity and without loss of generality, a fixed bandwidth B,
data rate R, noise floor N , receiver loss LRX . Then, when we select a given frequency
or space channel, we need to take into consideration that:

• Not all frequency channels undergo the same losses, meaning that we can model
PL as a function of the central frequency of the selected channel, PL(fc). As
observed in Section 3.2.1, there may be a variation of ∼10 dB across channels.

• If tunable antenna arrays are used, one may need to distinguish between an
omnidirectional mode used for broadcasting and a directional mode for spatial
multiplexing [67]. Also, all spatial channels might not lead to the same directive
gain. In these cases, the gain of the transmitting antenna Gt will vary possibly
about a few dB.

• Again if tunable arrays are used, one may need to account for potential losses
stemming from the fact that the array is not pointing towards the direction of the
transmitter, which may results in the loss of a few dB in Gr.

Assuming that our objective is to adjust to the required SNR to the exact value
required attain the target error rate (so as to not waste energy), then there is a need
to adjust the transmitted power Pt to compensate for the variations of path loss and
antenna gains as functions of the spatial and frequency channels used. In particular,
we can employ a variable gain amplifier [74, 75] to select the gain required, with the
advantage that since our channel is static and known beforehand, we can exactly apply
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the required gain for any specific spatial-frequency channel combination. This could
be done using simple models or a look-up table, as described next.

Assuming a linear increase of the power consumption of the amplifiers with respect
to their gain, not having the amplifiers perfectly tuned can result in a power consump-
tion penalty between 3.16× and 10× for a 5-dB and 10-dB mismatch, respectively.

4.3 A Controller for Adaptive PHY

As summarized in Figure 4.1 and based on the explorations done above in this chapter,
an adaptive physical layer would require a digital controller capable of exposing the re-
configurability properties of the transceiver to the upper layers of design or, ultimately,
to the architect. The controller could be in charge of multiple functions, namely:

• Determining the serialization/deserialization ratio and speed, and then configur-
ing the corresponding circuits (see Figure 4.3).

• Waking up the specific transceivers required for transmission or tuning them to
the appropriate channel, depending on the structure of the PHY layer (see Figure
4.2).

• Tuning the amplifiers to the appropriate gain configuration based on the spatial
or frequency channel to be employed.

• Setting the decision threshold of the receiver to appropriate values based on the
expected constellation at the particular frequency and space channel.

Although the decisions can be taken anywhere in the communications stack, we will
here assume that decisions come from the MAC layer. The MAC circuitry is in charge
of determining when to transmit a packet and, as evaluated in Chapter 5, through which
particular channel(s). The choice of channel determines the frequency to use and the
spatial mode of transmission, hence tuning the amplifier, transceiver and antenna.
In case multi-channel transmission is allowed, then the serialization ratio is modified
accordingly.

Figure 4.6 outlines a possible implementation of a controller that would take as
input a code that represents the channel(s) assigned by the MAC protocol and outputs
the signals M , P , G, and VG that denote control signals to choose the serialization
mode (quad, dual, single), the channel to use, the gain to apply to the power amplifier,
and the voltages to apply to the graphene elements of the antenna. The receiver side
could also have a controller, as depicted in Figure 4.1. Next, we qualitatively discuss
the sub-blocks that generate the different signals in transmission.

Counter. This block is assume to count the channels from the binary code coming
from the MAC circuitry. The output M is a one-hot vector encoding the mode of trans-
mission, from single-channel to modes with more simultaneous channels being used.

Assignment Logic. This block provides a permutation vector P which will drive a NC×
NC crossbar, where NC is the maximum number of channels. This vector describes
which stream of bits needs to go to which channel.

Gain LUT. This block distinguishes the frequency channel from the mode of transmis-
sion (omnidirectional or directional), which address a Look-Up Table (LUT) that has,
as output, a string of bits G. This string of bits encodes the gain that a variable-gain
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Figure 4.6: Controller structure in an example containing multiple RF-chains and a
tunable graphene antenna.

amplifier should apply to the analog signals of that particular channel, based on a link
budget analysis performed a priori.

Graphene Antenna Interface. Following the assumption made throughout the Wi-
PLASH project, which is the existence of graphene antenna arrays providing frequency-
beam tunability, here we summarize a controller design presented in [76] that exposes
the reconfigurability capabilities of the antenna to the PHY and MAC layers. The con-
troller translates directives coming from the MAC protocol to a set of voltages that
determine the antenna state (frequency and beam).

The controller could be composed by an array of actuators driven by a digital in-
terface, similar to the design of [77] at microwave frequencies. The interface of the
antenna controller is composed by two LUTs that translate the antenna state require-
ments into digital signals that drive the actuator. The reconfigurability process has two
steps:

1. Frequency state: In the first step, the frequency channel is translated into codes
representing various levels of bias. For the sake of example, we assume three
biasing levels: bON1 for 0 phase, bON2 for π phase, and bOFF for completely tuning
off the element. However, the scheme can be generalized to any number of
phase–amplitude levels. Such bias levels need to be calculated for all frequency
channels for the particular graphene antenna at hand (see Deliverable D1.2 [78]
for some design examples). The number of bits of the bias signal depends on
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the range of voltages and the resolution required to implement a given number
of channels to a given graphene antenna.

2. Beam state: In the second step, the beam width and direction are translated into
a code sel that identifies the bias level to apply to each antenna element. In the
example of Figure 4.6, we assume the existence of five states, one for omnidirec-
tional radiation and the other for directional radiation towards four sides following
the results from Section 3.2.2. However, this could be generalized to any number
of beam-states, depending on the size of the antenna and its capability to create
spatial channels.

Finally, the signals sel and bias are input to a set of actuators which turn these
digital signals into the voltage levels required to electrostatically bias the graphene
elements to the states leading to the desired frequency tuning and transmission mode.

Overhead Evaluation. In the proposed controller, the main sources of area and power
consumption are the LUTs and the data converters. To estimate the former, we model
the LUTs as a single cache of 2KB with a line size of 32 bits and use CACTI [33] to
derive their cost. At 32nm, this memory would be 90×40 µm2 and consume less than
0.02 nJ to read a configuration, with a leakage power of less than 10 µW. Despite of the
small overhead, this antenna interface would be capable of retaining as many as 512
antenna states (our examples have a few dozens) with fairly large resolution. To model
the data converters necessary to drive the level shifters, we assume a conservative
design with 4 bits (16 possible voltage levels) and a speed of 1 GS/s, enough to provide
multiple channels and reconfigurability at a packet granularity. With the models of
existing surveys [31], such a design would be below 0.01 mm2 and 0.15 mW at 32nm.
Compared with the area and power of an RF transceiver or the complexity of phase
shifters or delay lines required for MIMO, these overheads are negligible. Finally, note
that all the components of the antenna controller can work at the nanosecond scale.
The change of graphene conductivity required to reconfigure the antenna also occurs
fundamentally in a sub-ns scale [63], hence not posing a latency bottleneck in the
tuning of the antenna.
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5. Link Layer

Although this deliverable demonstrates that multiple space and frequency channels
would be supported in an on-chip environment and tunable graphene antenna arrays,
the number of links (understood as transmitter-receiver pairs) is very likely going to be
higher than the number of channels. Since two overlapping transmissions in the same
channel will fail with high probability, it is important to have link layer protocols that
ensure that channels are shared fairly and efficiently.

In Deliverable D3.2 [27], we presented models of the latency and throughput of
three different MAC protocols, i.e. CSMA, token, and fuzzy token, for different traffic
conditions and a single-channel configuration. However, as multiple channels become
available, a pertinent question is how should MAC protocols be extended to share
the multiple channels efficiently. One could consider a strategy proposed in several
works [13, 14]: a static channel assignment, this is, a node is assigned a single fixed
channel and its transceiver and antenna are statically tuned to that channel. Even
though this solution is simple and easy to reason about, it might not work well when
the workload is variable in space and time – which is the case of several workloads
as exemplified in Section 3.3. Hence, here we consider multi-channel extensions of
CSMA and token passing as two representative MAC protocols for wireless on-chip
networks.

In the following, we first explain the different ways we can extend CSMA and to-
ken passing with multiple channels in Section 5.1. Then, we evaluate these different
options with traffic of different spatiotemporal characteristics in Section 5.2. Such an
analysis will shed light on the impact of channel assignment on the protocol perfor-
mance. In future work, we aim to expand the analysis by developing a multi-channel
version of fuzzy token [44].

5.1 Multi-Channel MAC Protocols

In general, given a single-channel MAC protocol, there are several ways of adding
support for multiple channels. Channels can be mapped statically or dynamically, and
such a mapping can be done on a per-packet basis (channels are assigned to each
packet individually regardless of the node that will transmit) or on a per-node basis
(the same channel is assigned to all packets coming from a given node). In this work,
we describe three possible distinct channel assignment strategies to CSMA and token
passing, which adapt to each protocol particularities. The strategies presented here
may not be optimal, but they are simple and representative of the possible channel
assignment techniques that can be used.
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5.1.1 Assignment Methods for CSMA/BRS
In CSMA-like protocols such as BRS [41], nodes contend for channel access and
backoff when a collision occurs. When more than one channel is available, channel
assignment can be done at an individual packet level (AS 1) or at a node level (AS 2
and AS 3) seekign to reduce the likelihood of collisions. Here, we test the following
three possible methods:

• AS1: Channels are assigned to packets individually and randomly. When a node
has a packet to transmit, the packet is assigned a random channel among the
entire set of channels. When there is a collision, the affected nodes apply a
random backoff while they also change their channel to a random one, so that
the probability of the same nodes having another collision is minimized.

• AS2: In this strategy, nodes are statically linked to a given channel following a
uniform distribution, this is, assuming that all nodes have the same probability
of transmitting. Hence, if we have sixty-four nodes and four channels, the first
sixteen nodes will be assigned to the first channel, the next sixteen nodes to the
second channel, and so on. While this is not optimal for spatially unbalanced
traffic, it serves as a baseline.

• AS3: In this strategy, nodes are statically assigned to a given channel following a
distribution that tries to balance the load in each channel. To that end, nodes are
ordered based on the expected load (normalized to the total load) and assigned
to each channel in order, picking one from the top of the list and then from the
bottom of the list. When the load assigned to a channel exceeds 1/Nc where Nc

is the number of channels, that channel does not add any other node to it.

Figure 5.1: Graphical representations of assignment techniques AS 2 (left) and AS 3
(right) for BRS/CSMA assuming 16 nodes and 4 channels.

5.1.2 Assignment Methods for Token Passing
In token passing with a single channel, all nodes are sorted forming a virtual ring
and the token is passed in order through that ring. In a multi-channel version of the
protocol, each channel can be a token. The design decisions then lie on the number of
rings to be deployed and the set of nodes that forms each ring, both seeking to reduce
the average waiting time of the protocol. We study three alternatives:
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• AS1: A possible strategy consists of having as many rings as there are channels,
and mapping nodes uniformly to each ring. In other words, having N nodes and
Nc channels, we distribute nodes in Nc rings of N/Nc nodes each regardless of
their expected load.

• AS2: A second strategy would be to have a single virtual ring with multiple tokens
circulating on it. We assume that tokens can jump over other tokens: e.g. when
node i holds a token for multiple cycles during a transmission, then idle tokens
that arrive at i− 1 can directly jump to i+ 1.

• AS3: Finally, the third tested strategy is similar to the first one, but nodes are
mapped to rings following a load distribution protocol, i.e. based on their ex-
pected load. This may lead to rings of different sizes, but in principle similar in
the expected overall load.

Figure 5.2: Graphical representations of the different assignment techniques for token
passing. Note that in the third method, not all rings have the same amount of nodes
as AS 3 maps nodes to rings based on their expected transmission probability.

5.2 Performance Evaluation

The architecture and application parameters are summarized in Table 5.1. To eval-
uate the performance of the different assignment options, we implement them within
Multi2sim [46] where single-channel BRS and token passing were already implemented
from [44], and compare the packet latency and throughput of the different options. Un-
less otherwise noted, the default values for the different parameters are N = 64 nodes,
Nc = 4 channels, H = 0.5 (Poisson traffic) and σ = 1.

In all cases, the protocols are evaluated with multiple simulations starting with a
low load and finishing with a load that saturates the network. Given the high number of
protocol strategies and traffic types, instead of plotting the classical latency–throughput
curve for each option, here we make use of box plots that summarize the latency and
throughput statistics.
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Table 5.1: Characteristics of simulated protocols and applications.
Wireless NoC Parameters

Application Synthetic traffic, H=0.5–0.9, σ=0.1–100
System N=16–1024 cores, one antenna/core, Nc=1–4 channels
Network 80-bit (4-cycle) packets (preamble: 20 bits, 1 cycle)
Link BRS [41], Token passing
Physical OOK, 20 Gb/s

In our plots, the X axis shows the parameters under study, e.g. the type of as-
signment, the Hurst exponent for bursty traffic, or the σ parameter for hotspot traffic.
The plots have two Y axis: the left axis represents the latency and corresponds to the
box plot values, whereas the right axis represents the throughput and corresponds to
single-value markers of saturation throughput. Note that the latency axis is generally
in logarithmic scale, whereas the throughput axis is in linear scale. The throughput is
expressed in packets per cycle and since a single packet takes 4 cycles in a single
channel to be transmitted, the maximum throughput is 0.25 packets/cycle per channel.

Box plots summarize the latency statistics in the following way. We generate the
latency distribution by sampling the results of the simulations between zero load and
saturation load uniformly. Bottom and top black T markers of the plot describe the
maximum and minimum values of the distribution, assuming that there are no outliers.
The blue box describes the span of the latency between the first quartile (bottom of the
box) and third quartile (top of the box). Also, the red line within the box indicates the
average of all the different values of latency between the minimum and the maximum
one. This red line can be useful to describe, in general terms, how the latency evolves
with respect to the different evaluation parameters, namely, the type of assignment,
the Hurst exponent, and the σ parameter. Finally, we note that the points that are
represented with a red cross marker are outliers, which in this case corresponds to
simulations with an unexpectedly large latency, either due simulating a very large load
beyond saturation or the protocol becoming unstable beyond certain loads.

A box graph can be useful to study the stability of the system. A wide box indicates
that the latency slope moves away from a stable system, which happens when the
function slope approaches infinity. Otherwise, a narrow box indicates that the system
is stable because the latency function does not increase significantly with the load,
through all its points.

5.2.1 Number of Channels
In this section, we discuss the results shown in Figure 5.3 and Figure 5.4 for BRS and
token passing, respectively, for an increasing number of channels.

Throughput. The results for token passing, shown in Figure 5.4, depict a rather sta-
ble increase in saturation throughput as more channels are added regardless of the
assignment method. This could be due to the use, by default, of non-bursty and non-
hotspot traffic to evaluate scalability.

On the other hand, the results for BRS shown in Figure 5.3 depict a different be-
havior than in token passing. Firstly, BRS cannot reach a saturation throughput as
high as token protocol. The main reasons are that the traffic patterns evaluated here
suit token passing well; whereas in BRS, channel contention and multiple collisions
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Figure 5.3: Performance of multi-channel BRS protocol for an increasing number of
channels, C1 to C4, and different assignment techniques.
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Figure 5.4: Performance of multi-channel token protocol for an increasing number of
channels, C1 to C4, and different assignment techniques.

lead to channel waste and, hence, to a reduced saturation throughput. Furthermore,
BRS is more irregular than token passing in terms of saturation throughput as it de-
pends on the percentage of collisions at high loads. In fact, the difference between the
saturation throughput achieved for different assignments increases with the number of
channels. For example, using two channels, the difference between the limit of satu-
ration on different assignments is negligible, whereas with four channels, assignment
AS2 does not seem to capture subtle differences between the loads of different nodes.
In the other cases, the increase of throughput is clearly proportional to the number of
channels.

Latency. In general, it can be observed from the box plots that BRS is less stable than
token in terms of latency as the difference between minimum and maximum values
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is larger, with a higher number of outlier points. However, BRS has a much better
zero-load latency than token as in BRS, the protocol allows nodes to start transmitting
immediately when the channel is sensed idle. This fact also can explain why inde-
pendently of the parameters evaluated here (assignment, number of channels) the
minimum latency is quite similar. The worst-case latency, however, clearly improves
when having multiple channels, as the number of collisions is less as expected even
at high loads.

On the other hand, in token passing, nodes must wait until they possess the token
to start transmitting. For this reason, when the number of nodes is large, N = 64 in
this case, the system remains idle much longer. More specifically, the minimum and
average latency appears to be dependent on:

1. Number of channels: more channels mean more tokens and/or rings, which
means that one can distribute the tokens/rings evenly to reduce the waiting time
between two token arrivals to a certain node. Intuitively, the minimum latency is
reduced inversely proportionally to the number of channels.

2. The assignment: It can be observed that AS1 and AS3 have a similar zero-
load latency. That is because both strategies assign channels to different rings,
effectively reducing the size of each ring and, hence, the waiting time at low
loads. On the other hand, AS2 does not achieve the same reduction in latency,
most likely because tokens tend to accumulate instead of maintaining the same
hop distance among tokens.

5.2.2 Number of Nodes
Next, we discuss the latency and throughput results for an increasing number of nodes,
while fixing the number of channels to Nc = 4. The results are shown in Figure 5.5 and
Figure 5.6 for BRS and token passing, respectively.
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Figure 5.5: Performance of multi-channel BRS protocol for an increasing number of
nodes, N=64–512, and different assignment techniques.
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Figure 5.6: Performance of multi-channel token protocol for an increasing number of
nodes, N=64–512, and different assignment techniques.

Throughput. In general, saturation throughput is higher for a lower number of nodes.
Saturation can be reached either because the protocol is not able to handle a higher
load or because, intrinsically, the protocol is slower. In our protocols, having more
nodes means having a higher population and, hence, a higher chance of collisions
even for the same load for BRS, and a higher waiting time (or lower probability of
having all nodes backlogged) in token passing. It seems, in any case, that BRS is
more resilient to the change in the number of nodes as the drop is more subtle, except
for AS3, where possibly the load balancing algorithm is not performing well when such
a large number of nodes has to be classified. Finally, all three assignments have
very similar throughput in all cases for token passing, whereas AS1 (random channel
assignment to individual packets) works better in BRS.

Latency. In terms of latency, BRS has a much better performance than token passing
due to its ability to transmit when the channel is idle. The span of the latency values
differs across number of nodes and assignments, but in general are restrained to sim-
ilar values because in the end, the same aggregated load ends up being distributed
over more nodes. Again, static assignment of channels AS2 works worse than the
other alternatives.

On the other hand, from the plot of token passing, it is clear that more nodes lead
to much higher latency due to the increase in terms of token turnaround time. In fact,
the low-load latency is proportional to the number of nodes in all cases. The span of
the latency values is maintained across the different system sizes (note that the y-axis
scale is logarithmic and the box plots tend to be compressed as they move to higher
values).

5.2.3 Hotspot Traffic
In this section, we discuss the results shown in Figure 5.7 and Figure 5.8 that illustrate
the behavior of BRS and token passing, respectively, and their different assignment
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techniques for an increasingly hotspot traffic. We remind that a lower value of σ means
that traffic is more concentrated around a smaller set of nodes.
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Figure 5.7: Performance of multi-channel BRS protocol for different spatial concentra-
tion levels, σ=0.1–100 (lower is more hotspot), and different assignment techniques.
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Figure 5.8: Performance of multi-channel token passing protocol for different spatial
concentration levels, σ=0.1–100 (lower is more hotspot), and different assignment
techniques.

Throughput. The throughput of BRS in its different implementations does not vary
significantly with the type of spatial distribution of traffic, except for AS3, where a higher
concentration of traffic around a few nodes seems to have a positive effect on the
throughput. One reason could be that the most active nodes are distributed over the
different channels so that contention is minimized. In other words, a single node per
channel is responsible for most of its load, and therefore the probability of colliding with
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another node is very low. That may not happen in other assignment methods, as AS1
has all nodes contending in equal conditions, and AS2 does not distinguish between
high-load and low-load nodes, assigning them a channel randomly and possibly putting
several high-load nodes in the same channel.

A different behavior is observed in token passing, where the hotspot behavior of
traffic clearly modifies the throughput of the different assignment methods, with AS3
being affected a bit less. This is because if the load is concentrated around a small
set of nodes, a large portion of the airtime is wasted while passing the token between
these nodes. In extreme cases, the throughput is reduced down to 20% of the maxi-
mum achievable throughput.

Latency. In BRS, the hotspot behavior of traffic does not seem to have a large in-
fluence on the performance of the different assignment methods. The outlier values
follow a very similar distribution in all cases, and only the third quartile and maximum
values within the distribution seem to be mildly impacted by the hotspot nature of traffic.
In general, BRS is resilient to such variations and actually could benefit from having a
lower amount of nodes contending for the available channels. Still, the results show a
small tendency to worse results when traffic is concentrated around a few nodes, pos-
sibly because of the nodes with higher load reaching higher backoff values. In AS3,
this situation is avoided by proactively placing high-load nodes in different channels.

Similarly, in token passing, latency is affected by the concentration of traffic around
a given set of nodes mostly because the different assignment methods are able to
provide tokens quickly to nodes that need it, even if they are spaced apart within the
ring. This is clearly visible in the extreme case of σ = 0.05. Similarly, outlier values
seem to be larger when traffic is more hotspot. We also observe how AS2 fails to
provide a good performance at low loads, and this behavior is exacerbated for very
hotspot traffic.

5.2.4 Bursty Traffic
Next, we discuss the latency and throughput results for an increasingly bursty traf-
fic. The results are shown in Figure 5.9 and Figure 5.10 for BRS and token passing,
respectively.

Throughput. On one hand, it can be verified that in BRS, on each assignment, the
saturation throughput remains rather constant regardless of the value of the Hurst
exponent. A possible reason could stem from the behavior of the backoff mechanism;
bursty traffic leads to a large number of collisions which increases latency even for low
loads, but the protocol may converge to a large backoff value that can accommodate
the load even if it comes in bursts. In other works, the backoff mechanisms spreads
out the bursts of traffic over time, until all nodes are backlogged.

On the other hand, it can be seen that in the case of token passing, the saturation
throughput seems to drop significantly for higher numbers of H, to a point that the
achieved throughput becomes comparable with that of BRS. A potential reason for this
behavior is the lack of an adaptive mechanism to react to bursts; the token has to still
move around the ring even if bursts of traffic lead to the generation of multiple packets
in a given node, leading to gaps where the wireless channel remains silent. When
traffic is less bursty, the probability of such events is lower.
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Figure 5.9: Performance of multi-channel BRS protocol for different temporal bursti-
ness levels, H=0.5–0.85, and different assignment techniques.
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Figure 5.10: Performance of multi-channel token passing protocol for different temporal
burstiness levels, H=0.5–0.85, and different assignment techniques.

Latency. In the BRS graph, it can be seen that the higher the value of H, the higher
the latency in average and also the more unpredictable. This is because with an H
of 0.5, the packets are injected following a random Poisson process, which minimizes
the probability of collisions. However, when increasingly bursty traffic is considered,
the probability of packets being injected (and nodes trying to transmit) in the same
exact cycle increases. The effect is multiplicative with the burstiness, as the effect of
cascading collisions leads to an exponential increase of the backoff time. This affects
the system at all loads.
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Token passing also suffers when bursty traffic is served, leading to very high latency
especially for high values of H. The latency is a bit more stable than in the case of
BRS, mainly because the protocol does not react with exponential backoffs, but rather
with linear token passings to bursts of traffic. Still the latency is much higher than that
of BRS, discouraging its use for large number of nodes.

5.3 Discussion

Figure 5.11 summarizes the explorations made in this chapter by plotting the perfor-
mance of all the compared protocols and assignments. Each point in the scatter plot
represents the zero-load latency (X axis) and saturation throughput (Y axis) of a par-
ticular protocol for a given number of channels and assignment method. Hence, points
in the top-left area are preferred. The simulations assume Poisson and spatially evenly
distributed traffic.
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Figure 5.11: Summary of the latency-throughput results over all the protocols, as-
signment methods, and traffic conditions. Code is Protocol Channels Assignment-
Method with B=BRS and T=Token.

A number of conclusions can be drawn from this plot. First, BRS is preferred over
token in terms of zero-load latency regardless of the number of channels used in the
protocol, given its ability to transmit immediately when the channels are idle. The
throughput is inferior to that of token, but can reach reasonably high levels around 0.5
packets/cycle when four channels are employed in the assignments AS1 and AS3.
AS1 would probably be preferred over AS3, since in AS1 the channel assignment is
performed randomly without prior knowledge of the traffic distribution, which in con-
trast is required in AS3. If higher throughput is required, token passing can achieve
close to double the bandwidth yet at the cost of sensibly larger low-load latency. Still,
depending on the application, such latency of around 13 cycles can be acceptable. In
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the case of token, however, it is harder to provide a good channel assignment: AS3
requires prior knowledge on the traffic distribution while AS1 will probably not perform
well for hotspot traffic. The simpler alternative AS2, which assigns channels to tokens
in a single ring (instead of channels to different rings), shows very poor performance
in terms of latency.

Beyond the results of this summary shown in Figure 5.11, the rest of the chapter
has unveiled results under hotspot and bursty traffic. In general, the conclusion is that
BRS is more resilient to challenging traffic and more scalable to massive chip-scale
networks. However, the higher throughput achievable with token renders the decision
of the protocol (and assignment) to choose extremely challenging. Like in the case
of fuzzy token demonstrated in [44] for single-channel networks, it would be desirable
to develop a multi-channel protocol that is able to seamlessly obtain the best of both
worlds: the resilience and low latency of BRS with the throughput and fairness of token
passing.
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6. Network Layer

Several of the multi-channel MAC protocols that have been evaluated in the previous
chapter consider a channel assignment method that can be either completely random,
hoping it will balance the load across the channels in an adaptive way, or use some
information from the upper layers to balance the load across channels in a more proac-
tive way. Similarly, we have found that there is not a clear winner between CSMA-like
and token passing protocols because that depends on the amount of nodes that might
be contending for the channel, or the pressure applied to the link. In fact, the goal of
some of our recent works such as Fuzzy Token has been to try to achieve the best of
both types of protocols without any knowledge of the traffic via a set of simple rules.
However, these works assume that there is only one channel and that all nodes listen
to all transmissions, which may not hold in multi-channel configurations.

This chapter, rather than striving to present a complete solution, will try to fur-
ther motivate the need for the network-architecture to drive the layers below using
results from the architectural explorations made within the project. In particular, here
we present a summary of results of the EPFL partner published in ASP-DAC 2023 [79]
where multi-chiplet systems with wireless links are evaluated. The system configu-
rations and applications considered are those outlined in Section 2.4. In this case,
applications where profiled using gem5-X, with custom extensions emulating wireless
links and protocols, as described in Deliverable D5.3 [80].

Figure 6.1 shows the speedup of the proposed multi-chiplet system with four clus-
ters of cores, each of which is placed within a chiplet, for multiple legacy and AI work-
loads and assuming different wireless channel bandwidths and protocols. Similarly,
Figure 6.2 repeats the analysis with a subset of the AI workloads. From these results,
we can extract some conclusions:

• Not all applications achieve an appreciable speedup with respect to a wired
chiplet interconnect, which are in this case modeled after commercial versions of
the AMD EPYC processor.

• The best access control protocol depends on the wireless channel bandwidth
and on the particular application being executed.

• The break-even point between wired and wireless connectivity very much de-
pends on the application being executed.

Let us now assume that wireless interfaces hold the necessary circuitry to apply
token passing and CSMA-like protocols, and further assume that large chiplet-based
systems could be executing multiple applications simultaneously while sharing multiple
wireless channels. Based on the results above, then, a pertinent question to be solved
at the network-architecture frontier would be how should the wireless resources be
mapped to different applications?.
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Figure 6.1: Runtime speed-up over ideal interconnect (top) and average inter-chiplet
link latency (bottom) of different chiplet interconnects for representative workloads
executed on a 4-cluster system. The dashed line divides the applications of the
communication-intensive set (left) and the CNN workloads (right).
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Figure 6.2: Runtime speed-up over ideal interconnect (top) and average inter-chiplet
link latency (bottom) of different chiplet interconnects for representative CNN work-
loads executed on a 16-cluster system.

Our cross-layer vision could allow a central controller with system-level privileges
to impact the network, link, and even physical layers so that the performance of the
system can be maximized. Based on either hints provided by the compiler or offline
analysis of applications, and given a set of workloads to be executed concurrently, the
controller could perform a resource mapping procedure deciding, for instance, whether
an application should make use of the wireless network or not, e.g. based on Figure
6.1 above the controller could conclude that using the wireless network is inadvisable.
Once this decision is made, then the controller could decide the protocol to use and
the number of frequency channels to assign to it. We plan to explore this option in
future work.
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7. Concluding Remarks

This deliverable has focused on the development of a protocol stack for wireless in-
package communications that could potentially adapt to the requirements of modern
multi-chiplet computing systems. To this end, we have taken base on the fundamentals
of Deliverables D3.1 and D3.2, which provided models for the wireless channel as
well as the performance and cost of certain choices in the protocol stack, and have
taken them one step further. In particular, we posit that wireless in-package networks
could exploit several spatial and frequency channels thanks to the unique tunability
delivered by the graphene-based antennas being actively researched in the project.
Consequently, the protocol stack needs expose these channels to the architecture and
manage their access.

Building a protocol stack that can generalize to multiple channels has been the
main aim of this deliverable. We have first conducted, in Chapter 3, electromagnetic
simulations that prove that multiple frequency and space channels are possible in a
flip-chip. Due to the lossy nature of the silicon layer, a flip-chip package can support
multiple broadband channels between 60 GHz and 240 GHz, with a variation of path
loss of less than 10 dB among them. Furthermore, we have also shown that two or
more (three in a 10×10 mm2 area) spatial channels can co-exist in parallel directions,
thanks to the use of compact antenna arrays at 60 GHz and, again, to the lossy nature
of silicon. In our extended work [67], we show that the same array can also create
spatial channels at 110 GHz. Therefore, we have indirectly demonstrated the existence
of six channels (three spatial ones at two different frequencies). We also argue that in
larger packages, more channels could be created.

In subsequent chapters, we have discussed how the different layers could be ex-
tended to support multiple channels in a way compatible with the resource constraints
and performance requisites of the wireless in-package networking scenario. At the
physical layer, we first described the elements of the RF-chain that need to be tuned
(in frequency, gain, or mode of operation) to implement a multi-channel scheme, and
then compared various possible implementations considering either multiple fixed RF
chains or a single tunable one. The former delivers maximum flexibility and allows to
use the multiple channels for reducing the latency of both the transmission itself and
the MAC protocol, yet at the expense of very large area (4× with four channels) and
energy overheads (double the energy per bit). However, when the network is large, the
reduction of the MAC delay takes precedence –an option that does not require multiple
RF chains. This argument is substantiated through the proposal and thorough eval-
uation of several multi-channel versions of CSMA-like and token passing protocols.
With four channels, throughput can be practically multiplied by four and, in the case of
token, the zero-load latency can be cut significantly. Finally, at the network layer, we
analyzed traffic traces coming from the architectures and AI workloads that WiPLASH
aims to implement, and also discussed recent work by the EPFL partner describing
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the speedups obtained in such workloads when wireless links are used. Those results
have led to the conclusion that the best wireless network configuration depends on the
available bandwidth and the application that is being run, further supporting the idea
that a sort of controller could overview the operation of the network and make modi-
fications in an adaptive protocol stack based on the applications that are executed in
the system.

The deliverable also leaves some open questions and aspects that shall be investi-
gated in future work. For instance, the lossy nature of silicon allows to create multiple
broadband channels, but at the expense of a non-negligible path loss that impacts on
the efficiency of wireless links. Hence, a natural question arises on whether a similar
multi-channel support can be assumed in other packages where losses could be min-
imized, but where a much more reverberant behavior can be expected. In such pack-
ages, perhaps custom-made on top of the conventional flip-chip stack, delay spread is
a huge issue and spatial multiplexing is very challenging. One may need to resort to
techniques such as the use of programmable metasurfaces [81] or time-reversal [82]
to address this issue. A second aspect to consider is that, while the use of multi-
ple channels alleviates most of the issues of BRS and token passing, there is still a
window of opportunity for protocols that combine both techniques. Hence, in future
work, we aim to create a multi-channel version of fuzzy token [44], which could mul-
tiply the throughput while conserving the simplicity, low-latency, and resilience of the
original protocol. Last but not least, some aspects remain unclear as we climb through
the protocol stack. In particular, future work will need to address (i) the need for a
lightweight scheduling policy that ensures that receivers are listening to the right chan-
nel at the right instant, and (ii) the possibility, hinted in this deliverable, of having a
system-level controller that, through the analysis of the architecture and applications
being executed, determines the best configuration in terms of number of channels,
MAC protocol, or scheduling policy.
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