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Executive Summary

The WiPLASH project aims to develop wireless-enabled architectures that deliver an
improvement of 10× over existing architectures in multi-chip environments. In this
context, accurate models of the wireless communication circuitry enabling the cost-
benefit analysis of the wireless-enabled architectures is crucial. With these models,
one can not only assess the impact of wireless on the proposed architectures, but also
incorporate them into a larger framework with which design space explorations can be
performed at the system architecture level –in pursuit of the 10× improvement. In this
deliverable, we provide such models through a cross-cutting analysis at the wireless
channel, physical layer, and link layer of design. The first provides the attenuation
and dispersion suffered by signals as they travel through the package, based on re-
sults of Deliverable D3.1. With these figures, one can estimate the transmission rate
and power consumption achievable in such an environment, as well as the area oc-
cupied by the associated transceiver circuits. For this, we develop our own bottom-up
models combining literature analysis, link budget calculations, and modeling of spe-
cific circuits. Finally, at the link layer, one can model the impact of sharing a channel
(or channels) among multiple wireless interfaces on the performance of the commu-
nication. In this respect, we propose a new link-layer protocol and perform a com-
parative evaluation of its performance through a comprehensive simulation campaign.
Then, we model performance through data fitting of the simulations. In summary,
with the analysis of this three aspects, we deliver models of the performance (latency
and throughput) and cost (area, power) of wireless communications within computing
packages, ready to be incorporated in the system-level simulators of WP5.
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Abbreviations and Acronyms

NoC Network-on-Chip

WNoC Wireless Network-on-Chip

WNiP Wireless Network-in-Package

NiP Network-in-Package

MCM Multi-chip Module

mmWave millimeter-Wave
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FDTD Finite-Difference Time-Domain

PDP Power-Delay Profile

EM Electromagnetic

AlN Aluminum nitride

SiP System-in-Package

I/O Input/Output

BER Bit Error Rate

SNR Signal-to-Noise Ratio
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1. Introduction

Efficient on-chip communication to enable the exchange of data between the pro-
cessing elements of a multicore processor or System-on-Chip (SoC) is a prerequi-
site for high performance. Nowadays, most of these computing systems incorporate
a Network-on-Chip (NoC) composed of a fabric of integrated routers and intra-chip
wired links [9]. However, recent trends in computer architecture are leading to extreme
scaling (using many processor cores), specialization (putting together multiple hard-
ware accelerators to boost performance), and disintegration (interconnecting multiple
smaller dies within a System-in-Package (SiP) instead of within a very large mono-
lithic SoC). This places unprecedented bandwidth and reconfigurability requirements
to the interconnect fabric which now has to also extend beyond the limits of a single
chip [10, 11]. New paradigms are thus required in the manycore era, which is the
hypothesis over which the WiPLASH project unfolds.

Among the different emerging alternatives, wireless chip-scale communications
stand as a promising contender as advocated by WiPLASH [12, 13]. In this type of
communication, on-chip transceivers modulate the information, which is radiated by
on-chip antennas in the form of Electromagnetic (EM) waves that propagates through
the chip package, possibly beyond the boundaries of the chip, until reaching on-chip
antennas placed across the SiP. These wireless links provide unique system-wide low
latency, inherent broadcast capabilities, and possibilities for network reconfigurability
that wired alternatives cannot offer due to the need of a path infrastructure and pos-
sibly many hops (and chip/clock domain crossings) to reach distant locations [12–14].
Hence, the concepts of Wireless Network-on-Chip (WNoC) and Wireless Network-in-
Package (WNiP) are conceived as the combination of wired and wireless intra-/inter-
chip links within a computing package.

To illustrate the WNoC paradigm, Figure 1.1 represents a possible scenario with
wireless links within an heterogeneous architecture, together a possible protocol stack
that defines the communication process. Information coming from the processor or
the memory modules are first routed to the wired or wireless network (network layer);
once entering the wireless network, data is momentarily stored in an intermediate
buffer while the Medium Access Protocol (MAC) protocol determines which channel
is used to transmit the information and when (link layer). Once data is bound to be
transmitted, data is serialized and modulated by the transceiver before being radiated
(physical layer). Radiation is typically assumed to be omnidirectional and within a
single fixed frequency band, although WiPLASH also proposes to use miniaturized
tunable antenna arrays to produce field concentrations in certain areas of the chip
in different frequency channels. Fields at the receiving antennas are picked up and
decoded, deserialized, and passed to the corresponding core or memory module.

As demonstrated in the literature and within WiPLASH, the unique features of
WNoC and WNiP networks can become key enablers of radically new architectures
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Figure 1.1: A general view of the WiPLASH vision on wireless communications at
the chip scale within a heterogeneous computer architecture and multiple frequency-
tunable, beam-steerable antennas. At the bottom, we show the logical structure of the
wireless network with its network, link, and physical layer protocols.

capable of pushing the scalability limits of nowadays SoCs/SiPs [15–17]. However,
by its nature, wireless communications also bring certain disadvantages. Indeed, the
low latency, broadcast and reconfiguration capabilities generally come at the cost of (i)
moderate energy efficiency stemming from the fact that bits need to be serialized, mod-
ulated, and amplified to compensate for the relatively high attenuation of the wireless
channel; non-negligible area overhead produced by the analog and digital components
required to implement the links, and low aggregate bandwidth resulting from the need
to share a few channels among all antennas.

Aware of the pros and cons of wireless chip-scale communication, a challenge
resides in assessing the actual impact of these networks on future manycore archi-
tectures. The main reason is that wireless transceivers in the literature have not been
developed specifically for this scenario, thus reducing their suitability for this scenar-
ios and introducing distorted performance and efficiency metrics in the architectural
simulation. Another possible reason is that proposals for architectures that may fully
benefit from the characteristics of wireless communications are scarce [5,18–20] and
have used generic models for a preliminary assessment of their performance; as a
result, the demand for such models is relatively low. We found that these reasons are
entangled and often reinforce each other.

In WiPLASH, for which developing wireless-enabled architectures that offer an im-
provement of 10× over existing architectures is among the main objectives, accu-
rate models of the wireless network enabling the cost-benefit analysis of the wireless-
enabled architectures is crucial. With these models, one can not only accurately as-
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sess the impact of wireless on the proposed architectures, but also incorporate them
into a larger framework with which design space explorations can be performed at the
system architecture level – in pursuit of the 10× improvement.

Providing accurate models of the performance and resource consumption (energy,
area) of wireless communication links at the chip scale is a challenge in itself for a
number of reasons, which forces the WiPLASH project to go beyond the state of the
art in the following ways:

• Wireless channel: performance and power models of wireless communications
are generally grounded on knowledge of the channel and an adequate link bud-
get formulation. However, most of the characteristics of the wireless channel
within a system package have remained largely unknown until a few years back.
Therefore, accurate modeling of power and performance require, in turn, ac-
curate models of the channel as provided in WiPLASH. In this deliverable, we
provide a summary of channel studies from Deliverable D3.1 that can guide the
modeling at upper layers.

• Physical layer: models of the physical layer are needed to calculate the area
and power consumption of a wireless links. The issue is that these models have
never been done before at the level of accuracy and flexibility that is demanded in
WiPLASH. There are surveys of specific components (by others, [2,3]) or even of
complete transceivers (by the authors of this deliverable, [6,21]). However, these
have been generally made in a top-down approach, including a heterogeneous
compilation of technologies and applications, which are often not compatible with
the design drivers and constraints of the chip scenario. Here, we propose to go
one step beyond and build the models bottom up as a complement to the top-
down strategy, based on a single transceiver architecture and a set of constraints
and requirements which can be considered plausible for the chip-scale commu-
nications scenario.

• Link layer: there is a plurality of MAC protocols leading to different latency-
throughput curves that could serve as performance models in WiPLASH. How-
ever, these protocols are usually single-channel or assign the multiple chan-
nels statically or quasi-statically [19, 22–27]. Moreover, evaluations seldom con-
sider spatiotemporally imbalanced traffic and therefore are insufficient. Since
WiPLASH considers the existence of multiple quickly reconfigurable channels,
be it in space, time, or frequency, we would need to provide performance mod-
els for dynamic and multi-channel MAC protocols. Ideally, in light of the typically
imbalanced traffic in multiprocessor workloads [28, 29], models should include
hotspot and bursty traffic besides the typical Poisson and uniformly distributed
models. In this deliverable, we provide the tools to address both challenges.

In summary, the main focus of this deliverable is to build performance and resource
consumption models for wireless chip-scale communications relevant to the targets
and specifications set in the project. In this direction, and aiming to place the deliv-
erable within the bigger context of the project, the main contributions reported in this
document are:

• An outline the formulation of wireless chip-scale communication models within
the bounds of a design space exploration framework, to be interfaced with the
entire system evaluation framework.
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Figure 1.2: Graphical abstract of this deliverable (D3.2). Channel modeling is per-
formed over simulations performed in T3.1 [1], which provides propagation losses.
The losses, given a modulation and BER requirement, together with the frequency
band of choice, determine the area, power, and data rate of the associated transceiver
as modeled in task T3.2. These figures, together with the MAC protocols designed and
simulated in T3.3 for a number of wireless nodes and given a certain traffic pattern,
determine the latency, throughput, and final energy per bit of a link. All these results
are inputs for WP4 in architecture design and WP5 in simulation. The loop is closed
through system-level design space exploration, which will propose new requirements
(traffic patterns, bandwidth, number of wireless nodes) to be assessed.

• A survey the state of the art in wired multi-chip interconnects, i.e. Multi-chip
Module (MCM), interposers, and bridges. The survey also studies their underly-
ing physical layers in terms of performance and cost, based on the analysis of a
set of recent proposals. This provides baselines for comparison with the wireless
physical layer.

• Performance and resource consumption (area, power) models for the wireless
communication alternative, relating three different layers:

– Wireless channel: taking EM simulations of different packages and obtain-
ing attenuation and delay spread models;

– Physical layer: creating area and power models in a bottom-up approach,
based off a given transceiver architecture parameterized to multiple context
variables and design decisions; and

– Link layer: presenting a new family of dynamic MAC protocols extensible
to multi-channel scheduling approaches, and evaluating the performance in
terms of latency and throughput for a variety of traffic patterns representing
the variety of workloads that multi-chip architectures may face.

Within the project, and as summarized in Figure 1.2, the specification of the wire-
less architecture from Task T1.1 has provided fundamental inputs in terms of target fre-
quency ranges and package design. These are valuable insights to understand what a
plausible transceiver architecture would be, as well as the variable ranges to consider
in the models. Moreover, these specification ranges have guided Task T3.1 on channel
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models (Deliverable D3.1 [1]), whose outputs are extremely relevant here. The mod-
eling of area/power and performance are enabled by work in two tasks, namely Task
T3.2 on physical layer design and T3.3 on link layer design, respectively. The outputs
of the study are relevant to the WP4 on architecture design and WP5 on multi-scale
simulation framework. In particular, these models can be coupled with design space
exploration frameworks where a number of wireless interfaces are integrated with the
architecture. The models allow for a fast exploration of the performance, area, and
power of the entire system including the wireless network.

The remainder of this document is organized as follows. We first provide a descrip-
tion of the modeling methodology from the channel up to the physical and link layers
of design in Chapter 2. The modeling results are presented in the three subsequent
chapters: brief summary of channel models in Chapter 3, physical layer modeling in
Chapter 4 and link layer modeling in Chapter 5. We finally summarize the main findings
and discuss possible future lines of research in Chapter 6. Beyond that, the deliver-
able includes a set of appendices with background information about protocol design
at the chip scale (Appendix Chapter A), a survey of the state of the art in multi-chip
interconnects, including wireless (Appendix B), and more detailed results for channel
models and link layer models (Appendix C and D.
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2. Methodology

This chapter summarizes the methods employed in subsequent chapters to model the
different aspects impacting the performance and resource consumption of wireless
links within a computing package. Figure 2.1 shows a graphical schematic of the
methodology, which details inputs and outputs, how the different parts interact with
each other, as well as the software used in each step. To see how this methodology
fits within the context of a possible system-level design space exploration framework,
we refer the reader back to Figure 1.2.

In essence, we model the wireless channel using simulations from Deliverable D3.1
[1] together with some new simulations, which describe the propagation of wireless
signals within computing packages. These serve to obtain attenuation and dispersion
of signals as a function of distance, which can later be modeled with a few modeling
parameters that can be extracted from the data. More details on the methods to obtain
these parameters are given in Section 2.1.

The channel model parameters can be then fed to physical layer models for which
attenuation and dispersion are critical. We obtain these models through a bottom-up
approach that fixes the transceiver architecture and uses aggregate data from individ-
ual components published in the literature, together with theoretical design trends. The
models relate performance in data rate and error rate with area overhead and power
consumption. More details on the methodology are given in Section 2.2.

Assuming a given data rate and error rate, a link layer analysis delivers the perfor-
mance of a wireless link in terms of latency and throughput. To that end, event-driven
simulations are conducted which consider different types of traffic, different number of
antennas sharing a link, and different number of available channels. More details on
the simulation methods are depicted in Section 2.3.

2.1 Channel Modeling

Here, we summarize the methodology used in Deliverable D3.1 [1] to characterize
the channel within the computing package, and then detail which procedure has been
followed to model it.

2.1.1 Simulation
We first provide 3D models that capture the geometry and materials of the different
packages under study. In particular, we model the flip-chip, interposer, and wirebond
packages depicted earlier in Section A.3 using datasheets and schematics from real
packages. The detailed composition of these packages is given in Chapter 3.
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Figure 2.1: General view of the evaluation methodology used in this deliverable for the
modeling of the wireless channel, physical layer, and link layer of design.

The different packages are simulated in a particular frequency band or using broad-
band pulses in the time domain by means of a full-wave solver. In our case, we employ
CST Microwave Studio [30], which hosts a variety of methods for frequency and time
domain analysis. We considered a homogeneous distribution of 4×4 antennas within
the die(s) of the package. To minimize the impact of the antenna on the channel
characterization procedure, we employ electrically small antennas as transmitters and
receivers. In our case, simulations have been performed in two workstations, namely,
a quad-core CPU at 3.90 GHz with 32 GB of RAM and a GeForce GTX 1080Ti GPU
to accelerate time-domain simulations, and a 16-core CPU at 2.16 GHz with 128 GB
of RAM. Several approximations have been performed to reduce the computational
burden as described in [31,32].

The outcome of the simulations are a set of S-parameters or time signals relating
the output at the receiving antenna as a function of the input at the transmitting one.
These parameters are then fed to custom MATLAB scripts that obtain the path loss
characteristics out of the S-parameters, as elaborated in Section 2.1.1.1, and the delay
spread scaling out of the time signals, as described in Section 2.1.1.2.
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2.1.1.1 Frequency Domain Analysis

Once the S parameters are obtained, the channel frequency response Hij(f) is eval-
uated for each antenna pair as

GiGj|Hij(f)|2 =
|Sji(f)|2

(1− |Sii(f)|2) · (1− |Sjj(f)|2)
, (2.1)

where Gi and Gj are the transmitter and receiver antenna gains, Sji is the coupling
between transmitter i and receiver j, whereas Sii and Sjj are the reflection coefficients
at both ends as obtained from the simulations. With respect to the antenna gain, we
evaluate the gain over the complete solid angle as signals may be picked up from any
direction.

2.1.1.2 Time Domain Analysis

In the time domain, we define an input excitation xi(t) at the input of the transmitting
antenna i. CST employs the Finite-Difference Time-Domain (FDTD) method to calcu-
late the output signal yj(t) at the receiving antenna j. Hence, the impulse response
hij(t) between transmitter i and receiver j can be derived with the classical formulation

yj(t) = xi(t) ? hij(t), (2.2)

where ? denotes the convolution operator. Our simulations consider a Gaussian cycle
whose bandwidth spans the whole spectrum from 10 GHz to 1 THz, leading to a very
short impulse at the input so that x(t) → δ(t). Therefore, the output signal approxi-
mates the impulse response y(t)→ h(t). Once h(t) is calculated, we can evaluate the
Power-Delay Profile (PDP) that describes the intensity of a signal received through a
multipath channel as a function of time delay τ , as

Pij(τ) = |hij(t, τ)|2, (2.3)

between transmitter i and receiver j.

2.1.2 Modeling
The evaluation of the response of the channel among all possible antenna pairs across
the computing package allows to obtain the matrix of responses in the frequency and
time domains, denoted as H = (Hij) and P = (Pij), respectively.

2.1.2.1 Attenuation

With the matrix of frequency responses H and their respective distances, a path loss
analysis can be performed by fitting the average attenuation L over distance d over
Equation (A.2), repeated here:

PL = PL0 + 10γ log10

d

d0
+Xg. (2.4)

In this case, a linear fitting over the logarithmic plot provides the values of PL0, d0, and
γ that minimize the average squared error between the fitted line and the measure-
ment points. In our case, d0 = 2 mm unless otherwise stated. The error Xg can be
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understood as the effects of multipath propagation due to, for instance, some waves
simply traversing the chip and other waves coupling into the package and back to the
chip and can be modeled into Xg, which traditionally models fading or other effects.
As for the other parameters, γ < 2 generally implies waveguided propagation in lay-
ers of such enclosed structures, whereas γ > 2 implies that propagation in the lossy
silicon dominates. We also report the worst-case attenuation PLmax across the en-
tire package, as it may not coincide with the attenuation between the two most distant
antennas.

2.1.2.2 Dispersion

With the matrix of PDP responses P, one can evaluate the multipath richness of the
channel with the delay spread τrms as

τ (i,j)rms =

√∫
(τ − τij)2Pij(τ) dτ∫

Pij(τ) dτ
, (2.5)

where τij is the mean delay of the channel, which is calculated as the first moment of
the PDP. In other words,

τij =

∫
τPij(τ)dτ∫
Pij(τ) dτ

. (2.6)

As we will see in Chapter 3, the delay spread increases with distance in a trend
that can be fitted in a linear function. Hence, we will model the delay spread with fitted
parameters τrms(2mm) which represents the value at 2mm, and γt as the slope of the
linear function in [ns/mm].

Finally, we will assume that the transmission rate of all nodes are dimensioned to
the worst case across all links and, therefore, they should be operated at the lowest
speed ensuring correct decoding at all nodes. As a result, we will take the worst delay
spread across all pairs of transmitters-receivers (i.e., across all distances) as limiting
case and use it to evaluate the coherence bandwidth Bc, as follows

τrms = max
i,j 6=i

τ (i,j)rms ⇒ Bc ∝
1

τrms
. (2.7)

For simplicity, we will take Bc = 1
τrms

.

2.2 Physical Layer Modeling

The methodology that we follow to model the physical layer of design uses a bottom-up
approach, unlike our prior efforts. The problem of the top-down approach used in [5,21]
and depicted in Section B.3 is that transceivers are difficult to compare because of the
large variance in terms of specifications, technologies, and communication scenarios.
Moreover, those models often do not account for the Digital-Analog Converter (DAC)
and SerDes components crucial to implement the communication. To address these
issues, in our bottom-up strategy we consider a fixed transceiver architecture. Then,
with theoretical models and literature reviews for specific components, we extract area
and power tendencies applicable to the WNoC scenario.
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We note that the proposed methodology could be coupled to the wireless channel
models described herein to guide the specification of certain components. The ulti-
mate goal is to provide models that relate resource consumption, i.e. area and power,
with performance, i.e. output transmission rate and error rate. Next, we first sum-
marize the aspects analyzed in the literature review in Section 2.2.1 and then further
detail the modeling approach in Section 2.2.2.

2.2.1 Literature review
In this section, we describe the methodology used in a few works, including ours, to
obtain performance and efficiency trends from published works on RF design. Driven
by the lack of a single approach to analog or mixed signal design, with a variety of
technologies, applications with wildly different design drivers, and circuit architectures,
several attempts have been made at capturing the evolution of certain analog compo-
nents present in all transceivers. These are analyzed in Sections 2.2.1.1 and 2.2.1.2
for the cases of data converters and power amplifiers, respectively.

2.2.1.1 Data Converters

One of the most relevant examples of component-centric survey is that of analog-
digital converters performed by Murmann at Stanford [2]. The survey covers over 600
designs from 1997 that have been appearing in the International Solid-State Circuits
Conference and the VLSI Symposium, including all different architectures such as
Successive Approximation Register (SAR) or Sigma-Delta Converter (SDCT). The
assessment includes performance metrics such as the sampling frequency at Nyquist
rate fsnyq and the Effective Number of Bits (ENOB), resource consumption metrics
such as the area ADAC or the sampling density δS = ADAC

fs
, and energy consumption

metrics such as the Walden or Schreier figures of merit, expressed as

FOMW =
P

2ENOB · fs
FOMS = SNDR + 10 log(fs/2

P
)

(2.8)

where P is the power consumption, fs is the sampling rate, and SNDR = 6.02 ·
ENOB + 1.76 is the Signal-to-Noise/Distorsion-Ratio.

Such an analysis has allowed to derive trends and performance-efficiency frontiers
when pushing the limits of modulation frequency or technology. This is useful for the
case of WNoC since, in the pursue of simplicity and low power with low-order modula-
tions, achieving high speeds entails increasing the modulation rate to very high levels.
This means that, even for such simple modulations, Analog-Digital Converters (ADCs)
shall not be taken for granted as they may consume a significant amount of area and
power to achieve very high sampling rates.

Figure 2.2 shows two examples of the assessments that can be made with Mur-
mann’s survey. On the top plot, we observe the Schreier’s figure of merit, which relates
the performance in both resolution ENOB and sampling frequency fs, with the power
consumption. The envelope shown in the figure provides an upper bound on efficiency,
and we see maximum efficiency is expected up to 100 MHz, after which the efficiency
degrades significantly. On the bottom plot, the area occupied by the ADC is expressed
as a function of the sampling frequency and distinguishing between low-resolution and
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Figure 2.2: Examples of performance-cost curves for ADCs with data from [2].

high-resolution converters. We see that higher sampling rate correlates with lower res-
olution, as expected, but not necessarily with higher area. Two reasons may be the
smaller size of passives at higher frequencies and of digital circuits at newer technolo-
gies. We also identify a frontier of 0.001 mm2/GHz in the most area efficient designs.

2.2.1.2 Power Amplifiers

Another survey relevant to this deliverable is that of power amplifiers led by Wang at
Georgia Tech [3]. At the time of this writing, the survey had more than 3800 points
covering a wide range of technologies such as CMOS, SiGe, GAN, or InP, recently
including oscillators and multipliers at terahertz (THz) frequencies. Analyzed metrics
include frequency, saturation power Psat, gain G, or the Power-Added Efficiency (PAE)

PAE =
Pout − Pin
PDC

(2.9)
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Figure 2.3: Efficiency trends for power amplifiers with data from [3].

where Pout and Pin are the RF power at the output and input of the amplifier, whereas
PDC is the power consumed to provide the amplification. In the case of WNoC, due
to the non-negligible path loss, signals may need to be amplified significantly and, at
high frequencies, the power amplifier can become the most consuming element of the
entire transceiver.

Figure 2.3 provides two examples of trends that can be extracted from the survey’s
data. On the top plot, we can clearly see how different technologies occupy a different
region of the amplification spectrum: CMOS generally saturate earlier and for lower
frequencies, while GaN is ideally suited thanks to its support of high power at moder-
ated frequencies, whereas GaAs has a good performance at 60–100 GHz while InP is
dominant higher frequencies. On the bottom plot, the area density defined as δP = Psat

APA
where APA is the area of the amplifier. We observe that the density tends to decrease
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at higher frequencies, meaning that since the amplifiers saturate earlier, it takes more
area to provide similar amplification. As such, the best designs of any technology tend
to see their density reduced as they approach fT and fMAX of the technology.

2.2.2 Modeling

2.2.2.1 Area Modeling

In wireless chip-scale communication, physical links are not needed in order to convey
the information from the transmitter to the receiver. Therefore, the only components
that occupy chip area are the antennas and the transceivers needed to modulate the
data and to drive the signals to the antenna. One can also include the area occupied by
the data converters, i.e. ADC and DAC, the area required serialization/deserialization
circuits. Therefore the area of a wireless interface Awi becomes

Awi = Aserdes + Aconv + Atrx + Aant (2.10)

which includes, from digital to analog, the serialization circuits, the data converters,
the transceiver, and the antenna.

The area will be calculated as a function of multiple design parameters that are of
interest in the design space exploration of complete computing systems. In particular,
we are interested in seeing how the area scales with the data rate R and the channel
losses PL. These, in turn, imply an indirect scaling in terms of (a) operation frequency
f , because higher data rates may require shifting to higher frequency bands pursuing
larger bandwidths; and (b) the transmission range dmax as it determines the worst-case
losses. Each of these input parameters affects each component of the transceiver
chain differently. Next, we describe how the components are modeled.

Serialization and deserialization: we will take base on numbers from specific de-
signs that cover the speeds required in our analysis [33–35]. For instance, data
from [34] indicates an area of 0.04 mm2 to achieve a line rate of 14 Gb/s at 65nm
CMOS. Being digital logic, technology scaling reduces the size of the circuitry propor-
tionally to the feature size. Hence, scaling down to 14nm CMOS would lead to an
area on the order of ∼0.01 mm2, this is, around 0.001 mm2/Gb/s of binary data. One
can assume that area scales linearly with data rate due to the need to employ larger
multiplexers and demultiplexers (or more stages). Therefore, the area per serialized
symbol remains constant.

Data converters: we will use data from Murmann’s survey, described in previous
subsections, to model the area occupancy through a few steps. We will assume two
extreme cases. On the one hand, we model the best-case scenario of the interface
not requiring a DAC is not needed because the transceiver uses direct modulation
[36]. On the other hand, we model the worst-case scenario of having a DAC of a
similar complexity than the ADC and thus consuming similar area. In either case,
the area will be obtained as a function of the assumed ENOB and fs requirement.
Namely, we assume a constant area of 0.01 mm2 for frequencies below 10 GHz, and a
density of 0.001 mm2/GHz otherwise as long as the ENOB is lower than 8. For higher
ENOB values, the assumed density at high frequencies worsens by at least an order
of magnitude. These are calculated based on the envelop of Figure 2.2.

Transceiver: for such a central part of the model, we will be using a bottom-up ap-
proach. In particular, we will aggregate the area of individual components required
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to support a certain modulation. Each of the components will have its own model,
namely:

• Power amplifier: the area is evaluated as a function of the central frequency of
the transceiver, which determines the maximum achievable amplification density
and, as such, the minimum area occupancy. From Figure 2.3, one can obtain a
Pareto frontier that passes through all technologies and describes the best den-
sity than one can expect in power amplifiers. This is an optimistic but realizable
approximation to the area of a power amplifier. The area is obtained with this
figure and the expected required gain.

• Low-noise amplifier: to simplify the analysis, we assume that a low-noise am-
plifier takes a similar area than the power amplifier.

• PLL: although a survey exists that covers a wide variety of PLLs [37], the re-
ported area results do not indicate the frequency of the PLL. Then, rather than
obtaining a model, we use active area data from a specific design at 60 GHz with
28-nm FD-SOI technology [38] and scale it to higher bands by using area figures
for frequency doublers and triplers from [7].

• Mixers: we use data from specific transceivers at 60 GHz [7] and at 240 GHz,
the latter being a tapeout by RWTH Aachen for WiPLASH, as explained in [39],
and then interpolate values at intermediate frequencies.

• Filters: filters use analog components that may lead to non-negligible area oc-
cupancy. We use a fixed amounts from works in the mmWave band [40,41] and
assume that similar areas can be occupied at higher frequencies by the size
reduction of the passive elements but higher complexity of the circuit.

Antenna: we will make the assumption that a resonant patch antenna or a broad-
band antenna design of similar area, e.g. bow tie or fractal [42], is able to provide
the bandwidth required by the transceiver. In such case, both the width and length are
comparable to half a wavelength λ/2, leading to Aant ≈ λ2

4
, where λ = c0

εefff
for a metal-

lic antenna resonating at a frequency f within a medium of effective permittivity εeff .
For a graphene antenna, the dimensions are commensurate to the Surface Plasmon
Polariton (SPP) wavelength λSPP = λ

K
where K is the compression factor of the SPP

wave in the antenna.

2.2.2.2 Energy Modeling

Unlike in traditional wireless networks, the network nodes in a WNoC are integrated
within the same platform and share a common power supply. At the physical layer, we
will assume a single transmitter and a single receiver within range. In this context, the
power consumption during a transmission is given by

Pwi = Ptx + Prx = (Pser + Pdac + Pmod) + (Prx = Pdes + Padc + Pdemod), (2.11)

where Ptx and Prx are the power consumed at the transmitter and receiver side, re-
spectively, which include the serializer, DAC and the modulator (including any power
amplifiers) on the one hand, and the deserializer, ADC and demodulator (including any
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amplifiers) on the other hand. Equivalently, we define the bit energy or energy per bit
of a transmission as

Ebit = Eb,tx + Eb,rx, (2.12)

where Eb,tx and Eb,rx are the mean energy consumption spent in transmission and
reception, respectively. Leakage currents of the inactive transmitters or receivers are
neglected. For a wireless interface with complete transmitter chain power Ptx and
receiver chain power Prx, both for a data rate R, the energies are given by Eb,tx = Ptx

R

and Eb,rx = Prx
R

.
The energy will be calculated as a function of multiple design parameters that are of

interest in the design space exploration of complete computing systems. In particular,
we are interested in seeing how the energy scales with the data rate R and the channel
losses PL. These, in turn, imply an indirect scaling in terms of (a) operation frequency
f , because higher data rates may require shifting to higher frequency bands pursuing
larger bandwidths; and (b) the transmission range dmax as it determines the worst-case
losses. An important remark needs to be done regarding the channel losses and its
relation with distance: authors in [43] propose and discuss a figure of merit for wire-
less transceivers which encompasses both their energy efficiency Eb and transmission
range dmax by means of the following expression: Φ = Eb√

dmax
. Such a figure may be

consistent with the intuition that the channel within computing systems may yield a
loss exponent lower than 2. As in the case of area modeling, each of the suggested
exploration parameters affects differently to the various analyzed components, whose
power is calculated as follows.

Serialization and deserialization: for this we will take base on numbers from specific
designs that cover the speeds required in our analysis [33–35]. For instance, data
from [34] indicates a power of around 10 mW to achieve a line rate of 14 Gb/s at
65nm CMOS, with supply voltage of 1.0–1.15V, and assuming that the serializer and
deserializer take the same power. Being digital logic mostly, consumption scales down
with technology. Thus, at the same clock speed, reducing to 14nm CMOS with a
supply voltage of 0.7–0.8V would lead to a power of around 7 mW or less, this is, 0.5
pJ/symbol. We assume that power consumption scales linearly with data rate (in other
words, constant energy per symbol) as it implies faster switching of the multiplexers
and demultiplexers. We also note that this data is used as a baseline, as we can
expect further power reductions with newer technology or with circuit optimization.

Data converters: we will use data from Murmann’s survey, described in previous sub-
sections, which provide figures of merit directly related to the energy per converted bit.
In particular, we will use a mixture of two figures of merit. According to Murmann [2],
the Walden figure of merit FOMW is more suitable for low-resolution designs, whereas
Schreier’s figure of merit FOMS is better for assessing high-resolution designs. Hence,
we will use the former if the transceiver requires an ADC with less than 8 bits ofENOB,
and the latter otherwise. In particular, we will obtain the figure of merit as the value of
the envelope line at the sampling frequency demanded by the transceiver. Then, the
power is estimated by isolating it from the appropriate figure of merit. If needed, we
will assume that the power of a DAC is similar than that of an ADC.

Transceiver: for such a central part of the model, we will be using a bottom-up ap-
proach. In essence, we aggregate the area of individual components required to sup-
port a certain modulation. Each of the components will have its own model, namely:
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• Power amplifier: we calculate the required output power Pt through a link bud-
get analysis that takes into consideration the frequency, SNR requirements, the
assumed losses in the channel, and a given noise figure at the receiver. It is then
considered that an amplifier only needs to be designed so that Psat ≈ Pout. Then,
we check a well-known graph shown in [3] which relates the maximum PAE that
a power amplifier of saturation power Psat at high frequencies (> 50 GHz) can
provide. Once the PAE is obtained, we can calculate the consumed power by
isolating PDC from Equation (2.9) with Pout = Psat, provided that Pin (coming from
the modulator) is known.

• Low-noise amplifier: in this case, we use a figure of merit which is widely con-
sidered in the papers on low-noise amplifiers, namely FOMamp = G·BW

(NF−1)·PDC
where G = 10GdB/10 is the gain magnitude, BW is the bandwidth in GHz, NF is
the noise figure magnitude, and PDC is the power consumption. Different works
in the literature have reported designs with FOM values of around 10 at 60
GHz [44] and up to 1 at 240 GHz [45,46]. We fix the G and NF values and leave
BW as input parameter to sweep.

• PLL: although a survey exists that covers a wide variety of PLLs [37], the effi-
ciency results are reported through figures of merit that do not indicate the fre-
quency of the PLL. Instead, we use a model provided by RWTH Aachen [39]
which calculates the power consumption of a PLL based on a specific design
and timings, capacitances, or voltages obtained for a specific SiGe technology
node. This model allows to obtain the power as a function of the PLL frequency.

• Mixers: we assume a fixed power consumption of 2 mW without conversion gain
in light of the results observed in various transceivers in the literature [7, 47] or
the 240 GHz transceiver tapeout presented in Deliverable D1.1 [39].

• Filters: the power consumption of a filter is evaluated by fixing the quality factor
Q of the filter, the SNR of the baseband signal, and the proportionality constant
n. The power consumption is then calculated as a function of the bandwidth of
the analog signal BW , which is in turn function of the modulation rate and index,
as Pfilter = n ·KB · T ·Q · SNR ·BW .

2.3 Link Layer Modeling

The link layer of design assumes the existence of a physical layer providing a raw
transmission rate R through a number of channels. These channels may be shared
among a number N of wireless interfaces, whose MAC protocol will determine when
to send and how to manage collisions, if any. As described in Section A.4, this impacts
on the latency of transmissions as it adds a delay τMAC and scales the throughput
by a factor of µ < 1, which is the fraction of the channel capacity effectively used for
transmissions. Therefore, the ideal protocol would manage access fairly across all
nodes sharing the channel while τMAC → 0 and µ→ 1.

The characterization of the pair {τL, µ} will form our model of the link layer. To
obtain both, one can resort to analytical models like those of the original works on
Carrier-Sensing Multiple Access (CSMA) [48]. However, these depend on multiple
assumptions that do not necessarily hold in the WNoC scenario, e.g. Poisson arrivals.
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Instead, we resort of event-driven simulation of the WNoC to obtain the performance
metrics as we depict in Section 2.3.1. We then model the performance of the wireless
link as described in Section 2.3.2.

2.3.1 Simulation
The characterization of the performance and efficiency at the link level requires ob-
taining the latency and throughput of a link shared by a variable number of nodes, for
different types of traffic, and increasing the load from a few packets per second up to
levels where the link is expected to saturate. This requires implementing the MAC pro-
tocols and traffic generators within a network or architecture simulator that replicates
the WNoC scenario.

In our case, evaluations are carried out in the cycle-accurate architecture simulator
Multi2sim [49]. Multi2sim has been augmented with wireless on-chip communication
modules that model collisions and multiple MAC protocols. Multi2sim admits synthetic
traffic and multithreaded applications. As we will see in Chapter 5, in this deliverable
we propose a new family of MAC protocols, called FUZZY TOKEN. To evaluate its
performance, we implement it within Multi2sim and and compare the average packet
latency and throughput against that of two baseline protocols: a CSMA-like protocol
called BRS [26] and a token passing protocol. Next, we describe the traffic patterns
used in the simulations.

2.3.1.1 Traffic Patterns

Typically, NoCs are evaluated with synthetic traffic models that have, as main parame-
ter, the injection rate λ in packets/cycle. Widespread simple models assume a Poisson
process with the same average injection rate for all cores. However, we have seen in
Section A.1 that traffic in the multicore scenario shows a clear self-similarity caused by
the data dependencies within the applications. Moreover, common memory patterns
such as producer-consumer lead to some cores transmitting more often than others.
Our traffic model takes these aspects into account.

To account for the effect of self-similarity, we model a heavy-tailed distribution of
traffic via a Pareto distribution [50]. In more detail, injection is composed by bursts
of length tON followed by periods of silence of length tOFF . Bursts and silences are
expressed as

tON =
bON

(1− U)1/a

tOFF =
bOFF

(1− U)1/a

(2.13)

where bON = 1, bOFF = bON( 1
λ
−1), U is a random generator following a uniform proba-

bility distribution of values between 0 and 1, and a = 3− 2H. The value of H ∈ [0.5, 1),
the Hurst exponent, leads to increasing degrees of self-similarity as H → 1 [28]. More-
over, to model an uneven injection of traffic across nodes, we make use of the hotspot-
ness parameter σ proposed in [28], where σ represents the standard deviation of the
spatial injection distribution. Low values of σ represent higher concentrations of traffic
around a few cores. These are consistent with the definitions given in Section A.1 and
of extreme importance in the evaluation of MAC protocols, since their performance is
very sensitive of these spatiotemporal characteristics of traffic.
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2.3.1.2 Performance Metrics

The MAC protocols are evaluated on the basis of average packet latency and through-
put as described in Section A.4. Latency is defined as the time between the generation
of a packet and its correct reception at all the intended destinations, measured in clock
cycles. Throughput is measured in transmitted bits per clock cycle. Another impor-
tant metric is the energy consumed per transmitted bit, which may increase due to
collisions and also depends on the number of nodes sharing the channel. Assuming
enough transmission power to reach the N nodes sharing the channel, and consid-
ering the collisions that may occur, we calculate the energy per bit Ebit,link at the link
layer as

Ebit,link = Emac + Eb,N

(
1 +

Lpre
Ltx

Nre

)
, (2.14)

where Emac is the energy consumed by the MAC protocol to react to collisions or pass
the token, and the term (1 + Lpre

Ltx
Nre) models the energy wasted in collisions. Here,

Lpre and Ltx are the length of a collided and a successful transmission, which may
differ depending on the protocol, and Nre is the average number of retransmissions
per successfully transmitted packet. Finally, Eb,N is energy of a non-colliding message
transmitted to N nodes, given by

Eb,N = Eb,tx +N · Eb,rx. (2.15)

We note that N refers to the number of wireless interfaces that are tuned into the
channel, which may differ from the total number of wireless interfaces. If N = 1, the
transmission is unicast. The energy and area overheads of the MAC protocol are
assessed via estimation of the buffering requirements of the protocol and other digital
components. Finally, all parameters except Nre, which is obtained from the simulation
statistics, come from the system/MAC specifications and do not require simulation.

2.3.2 Modeling

2.3.2.1 Performance Modeling

The characterization of the performance and efficiency of a given MAC protocol are
generally describe via its latency-throughput characteristic, which is built by evaluating
the protocol for an increasing load. The canonical behavior of the protocol, in average,
is a gradual increase of the latency as the load increases until the link saturates. Satu-
ration means that the throughput will not increase further even if the load keeps rising.
Beyond saturation, packets are lost if the queue is finite; otherwise, the latency tends
to infinity. Before saturation, the latency tends to increase following a parabolic or even
exponential function, increasing the slope as the load increases. Hence, assuming an
infinite buffer, we can describe the average latency with a quadratic model as

τL = αλ+ βλ2 + τZL for λ ∈ [0, λsat]

τL =∞ for λ > λsat
(2.16)

Similarly, we can describe the throughput M as a function of the load in packets per
second and the average length of a packet L as

M = λL for λ ∈ [0, λsat]

M = λsatL for λ > λsat
(2.17)
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In the model, the parameters are thus as follows:

• Saturation throughput λsat: referring to the load or throughput at which the
latency exceeds a given latency threshold, e.g. 5× the zero-load latency. The
ideal value is R, this is, that the link saturates only when it reaches is maximum
capacity.

• Zero-load latency τZL: referring to the link latency obtained with infinitesimally
small load. The ideal value corresponds to the transmission time with τMAC = 0.

• Latency function coefficients α and β: referring to the gradual increase of
latency observed at moderate, non-negligible loads. The ideal value is α = 0, β =
0, this is, that latency remains small no matter the offered load.

To fully model the performance and efficiency of the MAC protocol, simulations
shall be repeated for different number of wireless interfaces N sharing the channel
and different types of traffic, i.e. different values of H and σ.

2.3.2.2 Area and Energy Modeling

Finally, the area and energy overheads of the protocol should be simulated by syn-
thesizing the control circuits and evaluating their power consumption and silicon area.
However, given the simplicity of the protocols, these overheads can be generally be
neglected. We provide some figures later in Chapter 5.
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3. Channel Models

This chapter is devoted to the modeling of wireless channels within computing pack-
ages using the methods and results from [1] as a solid ground. The chapter is divided
in several sections, each of which describes and evaluates a given package: flip-chip
in Section 3.1, interposer in Section 3.2, and wirebond in Section 3.3. In more detail,
these sections make a brief summary of the results for each package and the main
model that can be extracted out of them. A more comprehensive list of models is given
in Appendix C.

3.1 Flip-chip package

3.1.1 Environment Description
An instance of a complete flip-chip package with solder bumps is shown in Figure 3.1.
During the manufacturing process, the solder bumps are deposited on the chip pads
and, then, the chip is flipped over and its solder bumps are aligned precisely to the
pads of the package carrier external circuit.

The layers are described from top to bottom as summarized in Table 3.1. On top,
the heat sink and heat spreader dissipate the heat out of the silicon chip, as they both
have good thermal conductivity. Bulk silicon serves as the foundation of the transis-
tors. This layer has low resistivity (10 Ω·cm), which is convenient for the operation
of transistors, but not for electromagnetic propagation [51]. The interconnect layers,
which occupy the bottom of the silicon die as shown in the inset of Fig. 3.1, are gener-
ally made of copper and surrounded by an insulator such as silicon dioxide (SiO2) [52].
Finally, we find a package substrate or PCB below the bump array. Although the mate-
rial of the carrier may be alumina or similar, we model it as perfect electrical conductor
due to the existence of a dense metallic redistribution layer within it.

The bulk silicon used in the chip substrate generally has low resistivity, and there-
fore a thin substrate is preferred [31]; whereas materials used as heat spreaders have
low electrical losses [51] and rather thick layers are desirable. To evaluate this im-
pact in our simulations, we assume that both the substrate and the heat spreader,
Aluminum nitride (AlN) in our case, can have a thickness of either 0.1 or 0.5 mm each.
On the sides of the die, we assume an empty space of variable size filled with air or
epoxy. The package is laterally enclosed with a metallic lid.
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Table 3.1: Characteristics of the layers in a flip-chip package and default dimensions.
Thickness Material εr tan(δ) ρ

Heat sink 0.1–0.5 mm Aluminum PEC PEC PEC
Heat spreader 0.1–0.5 mm Aluminum Nitride 8.6 3·10-4 –
Silicon die 0.5 mm Bulk Silicon 11.9 – 10 Ω·cm
Insulator 10 µm SiO2 3.9 0.025 –
Bumps 87.5 µm Cu and Sn PEC PEC PEC
Redistribution layer 3 µm Copper PEC PEC PEC
PCB 0.5 mm Epoxy resin 4 – –

Table 3.2: Package parameters for flip-chip.
Parameter Default Value Variations Units

Die size 8 12, 16, 20 mm
Silicon thickness 0.1 0.5 mm

Heat spreader thickness 0.5 0.1 mm
Lateral space material Vacuum Epoxy N/A

Lateral space dimensions 1 1.4, 1.8 mm
Frequency 60 120, 180, 240 GHz

3.1.2 Summary of Results

3.1.2.1 Frequency Analysis

The starting model quantifies the path losses of a flip-chip at 60GHz for all the default
dimensions given at Table 3.1. Different combinations of silicon and heat spreader
are simulated to obtain the dependence of the path losses with the distance. Fig. 3.2
plots the path losses for combination of silicon and AlN. For all of the combinations its
seen that the path losses points are scattered, which can mean that the energy is not
received from a fixed point, but from many reflections. Hence, the path loss depends
more on the position of transmitter and receiver. Still, a linear regression seems to
suggest an upward trend with distance for all of the combinations. Also, it is seen that
the benefits of thinning the silicon layer down are significant. A 100-µm chip has a
path loss ranging between 20 and 45 dB, whereas packages with thick silicon have an
extra 30 dB of path loss for the worst case. The AIN thickness also has a little impact
on the path loss, affecting distant links mostly. This effect is more noticeable when the

Figure 3.1: Schematic of the layers of a flip-chip package.
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Table 3.3: Models for flip-chip package channel in the frequency domain with multiple
component thicknesses.

Frequency Die-side Si AIN Margin space PL0 γ

60GHz 8 0.1 0.1 1 28.5 2.037
60GHz 8 0.1 0.5 1 32.14 1.0243
60GHz 8 0.5 0.1 1 32.18 4.8502
60GHz 8 0.5 0.5 1 30.91 3.5080

silicon die is also thick, because the waves entering the silicon suffer very significant
losses as compared to when the silicon is thin, whereas those travelling through the
AIN layer are less attenuated.

As it is observed in Table 3.3, the effect of the silicon and AIN thickess is notable,
especially for thin silicon. The effect is clearly more visible at longer distances, as PL0

does not change significantly, but γ does. The waveguiding effect of thin silicon and
thick AlN is notable, leading to γ ≈ 1.

After a first round of simulations on 60 GHz, the frequency is gradually increased
until 240 GHz. This is the frequency band at which the test Silicon-Germanium (SIGe)
transceivers will operate in co-integration with the graphene antennas in WiPLASH.

For the frequency scaling analysis we observe on Fig. 3.3 that the path losses
increases with the frequency. At 60 GHz, the path loss ranges between 30-–40 dB,
approximately. The path loss rises up to 55 dB for 240 GHz. Since the size of the
ports is not modified when changing frequency, and since the antenna and mismatch
losses are removed from the channel response, this increase in path loss is not due to
the antenna, so it can be due to an increase of losses in the material.

The models extracted from this frequency scaling experiment are given in Table 3.4
and show how the increase of frequency leads to increase of either the base PL0 or
the exponent γ, except for f = 120 GHz, which is already documented in Deliverable
D3.1 [1].

For more graphical summaries of the channel characteristics of a flip-chip package
in the frequency domain, we refer the reader to Deliverable D3.1 [1]. The resulting
models for all the simulations are tabulated in Appendix C.
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Figure 3.2: Path losses for a flip-chip at 60GHz for different silicon and AIN thick-
nesses.
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Table 3.4: Models for flip-chip package channel in the frequency domain with multiple
frequencies.

Frequency Die-side Si AIN Margin space PL0 γ

60GHz 8 0.1 0.5 1 32.14 1.0243
120GHz 8 0.1 0.5 1 18.79 0.7214
180GHz 8 0.1 0.5 1 31.69 2.7625
240GHz 8 0.1 0.5 1 44.49 1.3667

3.1.2.2 Time Analysis

In the time domain the scale of the delay spread with distance is assessed. The
antennas are excited with an extremely short Gaussian pulse whose spectrum spans
all frequencies between 10GHz and 1THz. Figure 3.4 shows the delay spread for all
the combinations of substrate and heat spreader thickness. The delay spread is larger
when thick layers are used. The main components of the signal get weaker and appear
more delayed reflections that create a longer tail. From the figure we have the best
design point is thick silicon and thin AIN, this leads to a delay spread below 0.05 ns.
this may occur because the thick silicon layer kills all long multipath components.

Table 3.5 depicts the model parameters for the linear scaling of the delay spread
in the different flip-chip variations. We observe how, indeed, the waveguiding effect of
thin silicon and thick AlN leads to lower coherence bandwidth, whereas the cases of
thin AlN favour having a better channel in terms of dispersion.

For more graphical summaries of the channel characteristics of a flip-chip package
in the time domain, we refer the reader to Deliverable D3.1 [1]. The resulting models
for all the simulations are tabulated in Appendix C.
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Figure 3.3: Path losses for a flip-chip different frequencies for silicon thickness of
0.1mm and AIN thickness of 0.5mm.

www.wiplash.eu 37 October 1, 2021



WiPLASH D3.1 H2020-FETOPEN-863337

Table 3.5: Models for flip-chip package channel in the time domain with multiple com-
ponent thicknesses.

Die-side Si AIN Margin τrms(2mm) γt τrms BC

8 0.1 0.1 1 0.02165 0.0036 0.0617 16.213
8 0.1 0.5 1 0.05953 0.0038 0.0890 11.23
8 0.5 0.1 1 0.00922 0.0039 0.0467 21.4
8 0.5 0.5 1 0.02495 0.0085 0.0960 10.4

3.2 Interposer package

3.2.1 Environment Description
Figure 3.5 shows a schematic representation of an interposer-based package. The
process of integration here is similar to that of flip-chip, but with a few extra added
steps. In particular, the interposer is a thin silicon chip that interfaces the PCB/carrier
with its array of solder bumps at a similar granularity than a flip-chip. On top, however,
the contacts are patterned at a finer granularity. The top side of the interposer inter-
faces with the chiplets, which are integrated using a flip-chip technique. Therefore, the
chiplets have the same structure that the one summarized in Section 3.1. As for heat
dissipation, we can consider that each chip is added its heat spreader individually and
then covered by a common heat sink.

Table 3.6 depicts the layers from top to bottom, whereas Table 3.7 lists the different
variants that we model here. On top, the heat sink and heat spreader dissipate the
heat out of the silicon chip. Bulk silicon (10 Ω·cm) serves as the foundation of the tran-
sistors in each chiplet. The interconnect layers reside within the silicon dioxide (SiO2)
insulator. Then, below the fine array of micro-bumps, we find the silicon interposer.
Interposers can be (i) active, which include active devices and are implemented in
bulk silicon, and (ii) passive, which can be implemented in high-resistivity silicon [53].
Below the interposer, we model an interposer-wide bump array, and below it, a PCB.

Laterally, the cross-section of the interposer package resembles that of flip-chip,
with the exception that void now appears not only between the chiplets and package
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Figure 3.4: Delay spread of a flip-chip for different for silicon and AIN thicknesses.
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Table 3.6: Characteristics of the layers in an interposer-based package.
Thickness Material εr tan(δ) ρ

Heat sink 0.1–0.5 mm Aluminum PEC PEC PEC
Heat spreader 0.1–0.5 mm Aluminum Nitride 8.6 3·10-4 –
Silicon die 0.5 mm Bulk Silicon 11.9 – 10 Ω·cm
Insulator 10 µm SiO2 3.9 0.025 –
Microbumps 40 µm Cu and Sn PEC PEC PEC
Interposer 0.1 mm High-Res Silicon 11.9 – 0.1 Ω·cm
Bumps 0.1 mm Lead PEC PEC PEC
Redistribution layer 3 µm Copper PEC PEC PEC
PCB 0.5 mm Epoxy resin 4 – –

Table 3.7: Package parameters for interposer.
Parameter Default Value Variations Units

Interposer size 20 – mm
Interposer resistivity 0.1 1, 10 Ω·cm
Number of chiplets 4 16 –

Chiplet silicon thickness 0.1 0.5 mm
Heat spreader thickness 0.5 0.1 mm

Chiplet separation 2 1, 4 mm
Filling material Vacuum Epoxy N/A

Frequency 60 120, 180, 240 GHz

limits, but also between chiplets and between the interposer and the package limits.
The simulated antennas are distributed among the chiplets homogeneously.

3.2.2 Summary of Results

3.2.2.1 Frequency Analysis

As was done for the flip-chip, the assessment begins quantifying the path losses and
delay spread in the interposer packages at 60GHz for the default dimensions given at
3.7. Then, different combinations of silicon and heat spreader are also simulated.

When we evaluate the combinations of the silicon and AIN thicknesses Fig. 3.6,
the result shows that thin silicon is preferable because it minimizes the losses of waves

Flip-chip stack (top-bottom)
• Heat spreader

• Bulk silicon

• Silicon dioxide

• MicrobumpsSilicon
Interposer

Bump 
array

Heat sink
Package lidFilling material

PCB

Figure 3.5: Schematic of the layers of an interposer package.
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Table 3.8: Models for interposer package channel in the frequency domain with multi-
ple component thicknesses.

Frequency Die-side Si AIN Separation PL0 γ

60GHz 20 0.1 0.1 2 31.42 3.3606
60GHz 20 0.1 0.5 2 31.15 2.5834
60GHz 20 0.5 0.1 2 39.77 4.5022
60GHz 20 0.5 0.5 2 31.06 5.0369

propagation through it.A thick AIN seems to aid reducing the path losses a little a bit
further, but with marginal differences. For the best design point out of the simulated,
the average path loss is around 40dB, with a worst case value of 50dB.

The modeling results, shown in Table 3.8 confirm the results above and describe a
rather lossy environment due to the change of medium besides the presence of lossy
silicon. The path loss exponent is consequently large.

Since the objective of the project is to get higher in frequency, the next stage is
repeat the simulations to get closer to 240GHz. Fig 3.7 suggest that lower frequencies
are preferable. Scaling the frequency from 60GHz to 180GHz has a cost of around
10dB. The reason may be the increase in losses of the different material found along
the path.

Models in Table 3.9 confirm the results at different frequencies, leading to a rather
lossy behavior that is exacerbated at higher frequencies.

For more graphical summaries of the channel characteristics of an interposer pack-
age in the frequency domain, we refer the reader to Deliverable D3.1 [1]. The resulting
models for all the simulations are tabulated in Appendix C.

3.2.2.2 Time Analysis

The dispersion is evaluated first within an interposer package of 20mm for different
substrate and heat spreader thicknesses. To this end we use a picosecond-long im-
pulse signal covering the spectrum from 0.01 to 1THz. The results of the simulation
shows that the delay spread does not exceed 0.25ns in any of the evaluated scenarios.
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Figure 3.6: Path loss in an interposer at 60GHz for different combinations of substrate
and heat spreader thicknesses.
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Table 3.9: Models for interposer package channel in the frequency domain with multi-
ple frequencies.

Frequency Die-side Si AIN Separation PL0 γ

60GHz 20 0.1 0.5 2 31.15 2.5834
120GHz 20 0.1 0.5 2 15.35 5.3794
180GHz 20 0.1 0.5 2 23 4.6952
240GHz 20 0.1 0.5 2 35.48 3.6252

In this case was noted that thick AIN leads to relatively higher delay spreads at short
distances and better values at longer distances. On the other hand, a thin AIN layer
lead to better results at short distances, but worse at long distances.The reason may
be that the extra propagation length of having to go through the AIN layer, reflect on the
heat sink, and propagate back to the receiving antenna, is proportionally larger at short
co-planar distances. At longer distances, this extra thickness at the AlN layer actually
aids propagation through waveguiding. Since we calculate the coherence bandwidth
based on the worst-case delay spread, then it seems that thick AlN are preferable in
this scenario.
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Figure 3.7: Path loss in an interposer at different frequencies.
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Figure 3.8: Delay spread in an interposer at Si and AIN thicknesses.
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Table 3.10: Models for interposer package channel in the time domain with multiple
component thicknesses.

Die-side Si AIN Separation Chiplets τrms(2mm) γt τrms BC

20 0.1 0.1 2 16 0.1396 0.0068 0.2563 3.9
20 0.1 0.5 2 16 0.161 0.0075 0.3142 3.18
20 0.5 0.1 2 16 0.09765 0.0095 0.2566 3.89
20 0.5 0.5 2 16 0.0988 0.0075 0.2176 4.59

Table 3.10 shows how besides being a lossy environment, the interposer package
is also rather dispersive. One reason is the inherently larger structure, and another
one could be the multiple changes of medium that waves perform. This generates
reflections and refractions that could reduce the coherence bandwidth significantly.

For more graphical summaries of the channel characteristics of an interposer pack-
age in the time domain, we refer the reader to Deliverable D3.1 [1]. The resulting
models for all the simulations are tabulated in Appendix C.

3.3 Wirebond package

3.3.1 Environment Description
Figure 3.9 shows a three-dimensional schematic of a wirebond package. The key of
this option is that it is a surface-mount technology that does not require any holes
or vias to connect the external die to the system. The die is mounted in the upright
position, with the insulator facing up and placed on top of an underfill material that fixes
the chip mechanically to a metallic frame. The role of this frame is to mechanically
interface the chip with the PCB. The electrical Input/Output (I/O) connections, on the
other hand, are performed by means of bond wires stemming directly from the top
metallization layers of the die and reaching the contacts in the PCB or ceramic carrier.
Finally, the chip and the bond wires are covered by a mold compound and, on top, a
ceramic enclosure.

PCB

Frame

Bond wires

Upright die (top-bottom)
• Insulator

• Substrate
• Underfill

Leads Mold
compound

Heatsink

Figure 3.9: Schematic of the layers of an wirebond package, together with a top view
and cross-section diagrams.
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Table 3.11: Characteristics of the layers in a wirebond package.
Thickness Material εr tan(δ) ρ

Enclosure 50 µm Alumina 9.9 10-4 –
Mold compound 0.45–1 mm Epoxy resin 4 – –
Insulator 10 µm SiO2 3.9 0.025 –
Silicon die 0.5 mm Bulk Silicon 11.9 – 10 Ω·cm
Underfill 0.1–0.5 mm Aluminum Nitride 8.6 3·10-4 –
Frame 0.1 mm Copper PEC PEC PEC
Leads 0.1 mm Copper PEC PEC PEC
Redistribution layer 3 µm Copper PEC PEC PEC
PCB 0.5 mm Epoxy resin 4 – –

Table 3.12: Package parameters for wirebond.
Parameter Default Value Variations Units

Die size 8 12, 16, 20 mm
Bond wires 32 64, 128 –

Molding compound margin 0.1 0.05, 0.5 mm
Silicon thickness 0.1 0.5 mm

Heat spreader thickness 0.5 0.1 mm
Enclosure material Alumina PEC N/A

Frequency 60 120, 180, 240 GHz

Table 3.11 depicts the layers from top to bottom, whereas Table 3.12 lists the dif-
ferent variants that we evaluate. On top, the ceramic enclosure and mold compound
cover the entire system. Then we find the chip, where the silicon dioxide (SiO2) insu-
lator appears first hosting the different interconnect layers. Below, a thick layer of bulk
silicon (10 Ω·cm) serves as the foundation of the transistors. Directly below the silicon
die, we have the thermal interface material that leads to the metallic frame and the
PCB below it.

Dies connected through bond wires are generally relatively small because only the
periphery of the chip can be used to implement I/O connectors. The package extends
laterally beyond the die first through the frame. There is another space between the
frame and the limit of the package, which is necessary to host the PCB-side leads of
the bond wires. The number of bond wires used by default is 32 and their pitch is
calculated based on the specifications of the widespread QFN64 package.

3.3.2 Summary of Results

3.3.2.1 Frequency Analysis

As before, the first step is to quantifying the path loss in the wirebond with the default
configuration at 60GHz. Then, the effect of modifying the silicon and heat spreader
thickness is assessed. The path loss for the first configuration seems to be constant
at different distances, with large values around 50 dB. We also observe that a few
short links have an extremely high attenuation around 80–90 dB. Our hypothesis is
that either (i) these are an artifact of the simulation, and should be ignored, or (ii) the
package structure and the presence of resonating bond wires creates directions of
minimum radiation, which leads to low lateral coupling at short distances. At more
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distant links, energy may still come from reflections coming from the bonding wires or
the end of the package.

Fig. 3.10 shows the path losses for all the combinations of Silicon and AIN. The
main observation to make here is that, as usual, thick silicon harms the wireless chan-
nel by introducing significant losses. This is clearly observable at high distances. An-
other observation is that having a thick piece of AIN does not necessarily help reduce
losses. The reason is that in the wirebond package the die is mounted upright, leaving
the thermal pad at the bottom.

As in the previous sections, once the default configuration is evaluated, we raise
the frequency up to 240GHz to reproduce a scenario relevant to the objectives of the
WiPLASH project. Figure 3.11 suggest that an increase in the antenna frequency
may have a negative impact on the path loss. We see a that the path loss reaches
an average amount of upto 80 dB when reaching 240 GHz. Moreover, the upscaling
in frequency does not avoid the the presence of extremely attenuated links at short
distances, which maintain a similar range of values around 100–120 dB.

For more graphical summaries of the channel characteristics of a wirebond pack-
age in the frequency domain, we refer the reader to Deliverable D3.1 [1]. The resulting
models for all the simulations are tabulated in Appendix C.

3.3.2.2 Time Analysis

Next, the dispersion is evaluated for a wirebond package of 8mm for different substrate
and heat spreaders thicknesses. To make sure that the dispersion limits are given by
the channel and not the excitation port, we use an picosecond-long impulse signal
covering the whole spectrum from 0.01 to 1 THz. From this plot we observe that the
wirebond package has a reasonable delay spread, with worst-case values well below
below 0.15 ns. We also see how thin silicon alternatives are again preferable by a long
margin as they reduce the worst-case delay spread by around 30%. For thin silicon,
the impact of AlN is higher at short distances. At high distances, its impact becomes
marginal.

Figure 3.10: Path losses for wirebond package at for different substrates 60GHz
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For more graphical summaries of the channel characteristics of a wirebond pack-
age in the time domain, we refer the reader to Deliverable D3.1 [1]. The resulting
models for all the simulations are tabulated in Appendix C.

Figure 3.11: Path losses for wirebond package at different frequencies

0 2 4 6 8 10
Distance [mm]

0

0.05

0.1

0.15

0.2

0.25

D
el

ay
 S

p
re

ad
 [

n
s]

Si=0.1 &
AlN=0.1

Si=0.1 &
AlN=0.5

Si=0.5 &
AlN=0.1

Si=0.5 &
AlN=0.5

Figure 3.12: Path losses for wirebond for different substrate and heat spreader thick-
nesses
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4. Physical Layer Models

The appeal of high-speed wireless communication for personal and chip-area applica-
tions, together with the availability of the millimeter-Wave (mmWave) and THz spec-
trum and technology to exploit its ample bandwidth, has been the main driver for the
design of highly integrated antennas [54] and transceivers [7, 8]. As a result, recent
years have seen the emergence of designs at multi-Gb/s rates with an area and power
compatible with the wireless in-package communications.

While the myriad of transceiver proposals is useful to estimate the benefits of wire-
less in-package communications in specific architectures, assessing the potential of
the approach on a broader scope is difficult due to the lack of models relating perfor-
mance and resource consumption. Such models are generally not available due to the
complexity of integrated RF transceiver design, where the performance of the multi-
ple components needs to be carefully balanced across the transceiver chain to fulfill
with a set of specifications. Design space explorations like those proposed in the work
packages WP4 and WP5 of WiPLASH require, instead, models not bound to a set of
specifications, but rather to a relatively wide range of values for each performance of
resource consumption metric. In the pursuit of those models, we first describe and
quantify the main requirements of the scenario in Section 4.1, which guides in the set-
ting of certain performance parameters such as the SerDes speed, the ENOB of the
data converters, or the target modulations. Then, we detail the path to area and power
models for wireless chip-scale communications in Sections 4.2.1 and 4.2.2.

4.1 Requirements of the Scenario

Figure A.1 from Chapter A provided a summary of the area and power requirements at
different scales of an in-package network. Here, we detail the case for a regular many-
core chip (an analysis of the multi-chip scenario would yield similar results). Besides
the already known data and error rate requirement on the tens of Gb/s and 10-12–10-15

ranges, area and power constraints are evident given the dimensions of a chip, 20×20
mm2 or smaller, and the heat dissipation problems in manycore architectures leading
to dark silicon.

Assuming a 100-core processor in a 450 mm2 chip with the Thermal Design Power
(TDP) of a Xeon Phi (210 W), we will thus have that each core can only take 4.5
mm2 and at most 2.1 W of sustained power including the processor, memory, and
communication sub-systems. Optimistically assuming the same budget for the three
sub-systems, the Network-on-Chip (NoC) (including the wireless part, if any) should
not exceed 1.5 mm2 and not take more of 700 mW per core. Assuming again an equi-
table distribution of resources and neglecting network interface and MAC overheads,
we would estimate the WNoC or WNiP to have a budget of around 0.75 mm2 and 350
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mW per core. Let this estimation serve as reasonable limits for the cost of a WNoC,
noting that they would be increased or reduced depending on the actual distribution of
resources and the number of cores or chiplets in the system.

From the perspective of data serialization, one needs to interface the system clock
(which ranges from hundreds of MHz in embedded systems to a few GHz in high-end
processors) with the modulation rate of the wireless link. Since high rates are expected
due to the use of low-order modulations, one can expect serialization 8:1, 16:1, or even
32:1. These are already encountered in serial links with OOK or 4-PAM modulations
at high speeds [34, 55]. We finally note that the serialization requirements could be
alleviated if multiple channels (with multiple modulator chains) are employed.

From the perspective of data conversion, evident area and power constraints ren-
der equalization and other advanced signal processing methods prohibitive. Fortu-
nately, the DACs may be completely bypassed if direct modulation is used. At the
ADC, though, the sampling frequency will be pushed to speeds over tens of GS/s to
comply with the modulation rate requirements. In contrast, the required ENOB will be
relatively low as very few bits per sample are required, simply to differentiate signals of
different power, i.e. coming from different distances. Finally, we reckon that moderate
oversampling and additional bits per sample may be useful to improve performance
with Return-to-Zero (RZ) techniques or adaptive decision circuits [56].

As for the transceiver, we have seen in prior chapter that the link budget might
need to take into consideration relatively large path loss, thereby requiring amplifiers
of significant gain. The use of low-order modulations sets the SNR requirement for
BER = 10−15 to 18 dB for OOK and 4-QAM, or 15 dB for BPSK. Beyond this, another
stringent requirement is the use of a carrier frequency in the 60–300 GHz range, which
may not be trivial to achieve with small area and power.

4.2 Resource Models

In this section, we assess how the different components scale as functions of relevant
input parameters, to then put them together on a single metric following Equation (2.10)
and (2.12) for area and energy, respectively. We consider two different modulations,
On-Off Keying (OOK) and 4-Quadrature Amplitude Modulation (QAM), implemented
via coherent modulation schemes as summarized in [7]. Relevant to the models, we
assume NF = 10, T = 300, ENOB = 6, and Pin,PA = −10 dBm.

4.2.1 Area Models
Figure 4.1 shows the area consumed by the OOK and 4-QAM transceivers as a func-
tion of the operation frequency, from 60 GHz to 240 GHz. As expected, OOK con-
sumes less area than 4-QAM due to the simpler transceiver architecture and not need-
ing a DAC, for instance. In both cases, the area increases with frequency despite the
antenna becoming negligible. The main contribution comes from the PLL and mix-
ers, whose area increases with frequency (in the former case through the need of
multipliers, and in the latter case due to the specific components chosen as models).
From these observations, and while 4-QAM can be extended relatively easy to higher
modulation orders for higher speed, we argue that OOK is a good choice due to the
∼ 30% lower area for the same transmission speed. Moreover, OOK is compatible
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Figure 4.1: Area as a function of the transceiver frequency assuming a data rate of 20
Gb/s and a loss of 40 dB.
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Figure 4.2: Area as a function of the transceiver data rate assuming a frequency of
240 GHz and a loss of 40 dB.

with non-coherent receivers that would remove the need for a PLL, using a much more
compact VCO instead and reducing the area further towards achieving the goal of 100
Gb/s/mm2.

Figure 4.2 illustrates how the area scales as a function of the transceiver data rate.
We observe a rather large value in both cases, stemming from the fact that the default
frequency is 240 GHz here. We also observe that the increase of area is marginal as
compared to the increase of the data rate, and that the increase is more acute in the
case of 4-QAM, mostly because of the area increase of the data converters –whose
increase in sampling frequency has consequences. The rest of components do not
increase considerably according to our model, yet we cannot discard that transceivers
might actually get larger by the need of having higher bandwidth components.

Finally, Figure 4.3 shows the scaling of the transceiver with the channel losses.
Here, the logic is simple: the only component affected is the power amplifier. For
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Figure 4.3: Area as a function of the loss assuming a data rate of 20 Gb/s and a
frequency of 240 GHz.

larger attenuation values, a larger number of amplification stages or a more complex
designs may be required to compensate for the channel losses. The impact, though,
is hard to grasp until the channel losses (which include the antennas as well) goes
beyond 50 dB, which is well in line with the channel models shown in Chapter 3.

4.2.2 Power Models
Figure 4.4 shows the energy pr bit of the two modulations as a function of the frquency
for both OOK and 4-QAM. A first observation is that energy is more proportional to
frequency in the case of OOK, due to the large and increasing contribution of the PLL
and LNA. In the former case, power scales linearly with frequency, whereas in the latter
case, our model foresees that amplifiers become less efficient at high frequencies as
they approach fT and fMAX . For 4-QAM, the presence of hefty components such as
the data converters makes the impact of the PLL and LNA to be diluted. We also
conclude that reaching the target of ∼1 pJ/bit is complex as the frequency increases.
Yet still, such increase in frequency may be justified by the need of components with
much higher bandwidth than current realizations.

Figure 4.5 illustrates how the bit energy scales with the data rate. This analysis
leads to two opposite tendencies. On the one hand, the bit energy of OOK is improved
significantly as the data rate increases. This is because the PLL power consumption,
which does not change, is amortized more and more at higher transmission rates.
Other components such as the LNA or PA see their power to increase for larger band-
width requirements, which leads to a rather constant bit energy across the board. On
the other hand, the energy of 4-QAM first decreases due to the amortization of the
PLL, but soon increases again due to the need of faster data converters. In fact, as
data converters are pushed to the limit, their energy efficiency decreases, therefore
becoming more expensive at higher speeds. From this analysis, we can conclude that
OOK is a better option for moderate area and power at high modulation rates.

Finally, we plot the bit energy as a function of the channel losses in Figure 4.6.
With our proposed models, the bit energy is rather constant for low loss values and
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Figure 4.4: Energy per bit as a function of the transceiver frequency assuming a data
rate of 20 Gb/s and a loss of 40 dB.
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Figure 4.5: Energy per bit as a function of the transceiver data rate assuming a fre-
quency of 240 GHz and a loss of 40 dB.

then increases significantly. This is because the effect of the power amplifier kicks in:
for high channel losses, the power at the output of the power amplifier need to be very
large. Increasing the saturation power implies more complex designs and possibly a
reduction of the PAE as indicated in Chapter 2, thereby producing this increase at the
right part of the plots.
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Figure 4.6: Energy per bit as a function of the loss assuming a data rate of 20 Gb/s
and a frequency of 240 GHz.
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5. Link Layer Models

While physical layer models can provide the area and power consumption as a func-
tion of the transmission rate, error rate, and distance, these are only for a single pair
of transmitter and receiver. In a WNoC, however, transmission channels are shared
among many nodes as multicast/broadcast is a highly appreciated feature. Thus,
link layer protocols become of paramount importance to ensure that the channels are
shared fairly and efficiently. In particular, two overlapping transmissions in the same
channel will fail with high probability. It can also happen that, in the attempt to avoid
collisions, nodes miss opportunities to transmit. This will affect the latency and the
throughput of the link.

Modeling of performance and overheads at the MAC layer is only found in seminal
works in the area [48, 57] for very specific conditions such as Poisson traffic. Hence,
we need to perform simulations specifically suited to the WNoC domain and extract
performance models from those simulations. Next, in Section 5.1 we describe the
protocols that serve as a baseline for comparison further in the chapter. Then, in
Section 5.2, we propose a MAC protocol for the WiPLASH scenario. Finally, in Section
5.3, we present the results of our evaluation for a single channel, with views to extend
it to multiple channels in future work.

5.1 Baseline Protocols

In an attempt to model different types of MAC protocols, our baselines consider a pure
contention-based protocol resembling CSMA, a token passing variant as collision-free
protocol, and a possible implementation of what would be an ideal protocol. More
specifically, our simulations consider these protocols:

Carrier Sensing (BRS) with which we aim to represent contention-based protocols.
We model the slotted version of the BRS-MAC protocol [26], using non-persistence
and adopting the NACK burst mechanism to reduce the control overhead. The
preamble size is fixed to 20 bits, which implies that the preamble accounts for a
variable portion of the transmission. A packet will be considered lost in the unlikely
case that it exceeds the maximum number of retries (8). Note that the network will
most likely be saturated when this happens.

Token Passing (W-TOKEN) this category aims to represent a design family that relies in
rigid strategies to avoid contention. In token passing, only the core that possesses
the token is able to transmit [57]. One full packet can be transmitted in each round.
We do not split long messages into flits here as the packet latency would be unac-
ceptable, whereas bulk transmissions are not allowed for fairness reasons. Upon
completion, or in case there is nothing to transmit, the token is handed off to the
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next core. We assume that the token passing is performed implicitly through a
virtual ring.

Centralized Buffer Arbitration (W-CBUF) for the sake of comparison, we also study
the performance of a centralized MAC scheme. With unlimited resources, it would
be possible to have an arbiter connected to every core with one-cycle bidirectional
links and that works as follows. When a node is ready to transmit, it sends a re-
quest to the arbiter with its identity and the packet size. The arbiter stores this in
a FIFO buffer and grants access to the node whose request is in the buffer head,
waiting exactly the wireless transmission time between consecutive grants. Con-
tention only appears when multiple nodes request access at the same clock cycle.
This is resolved by the arbiter. This scheme therefore provides fair, ordered and
contention-free access in a flexible way, with resources that are not available in
other wireless networks. The main reason for evaluating this scheme is to moti-
vate unconventional MAC designs and to quantify the improvement margin of the
different protocols.

5.2 Proposed MAC Protocol: Fuzzy Token

In light of the existing gap between CSMA-like protocols and variants of token pass-
ing, which hampers the achievement of high performance across workloads, here we
present a new family of protocols called FUZZY TOKEN. We limit our analysis to the
single-channel version of this protocol, yet the algorithm is easily extensible to multiple
channels with techniques similar to those used in CSMA and token protocols.

FUZZY TOKEN is a new MAC protocol capable of dynamically adapting to the de-
mands of the WNoC for every application, minimizing the transmission latency of all
nodes and increasing the network throughput regardless of the traffic patterns being
served. To this end, the FUZZY TOKEN algorithm combines the strengths of token
passing and random access.

Figure 5.1 illustrates the basic operation of FUZZY TOKEN. For a detailed descrip-
tion of the protocol, along with a list of design decisions and a walkthrough example of
operation, we refer the reader to [58].

Time is divided into two kinds of periods or modes: focused token mode and fuzzy
token mode. During focused token periods, only the token holder can transmit. If
the token holder transmits, the channel is occupied during a number of cycles with
guaranteed no collision, and the protocol remains in focused token mode. If the token
holder does not transmit, then the protocol switches to fuzzy token mode. During such
a period, the nodes within what we call the fuzzy area will contend for the channel. If a
node wins the contention, it transmits successfully, and the protocol remains in fuzzy
token mode. Collisions can occur in this period, which are resolved by using the NACK
mechanism from [26]. However, colliding nodes do not back off; instead, they just wait
for another opportunity to transmit in forthcoming cycles. In the case of a collision, the
protocol switches back to the focused token mode. By alternating between the two
modes, the protocol aims to take advantage of the capabilities of a fair and collision-
free token passing, which works well for high, bursty, and evenly distributed loads; and
of a contention-based protocol that performs better for moderate loads and hotspot
traffic.
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Figure 5.1: Basic state diagram of FUZZY TOKEN.

The amount of contention during the fuzzy token periods is controlled with the fuzzy
area. The fuzzy area marks the nodes around the token holder that may be able to
transmit in a given cycle. The main idea is to increase the fuzzy area when the load is
low to give rapid access to the few nodes that want to transmit, and decrease it other-
wise to minimize collisions. To this end, we increase the fuzzy area when a silence is
detected and decrease it when there is a collision. In extreme cases, it is advisable to
stop alternating between the focused and fuzzy modes. This is exemplified in Figure
5.2. When the fuzzy area is below a given threshold after many collisions, the network
will benefit from staying in the focused token mode. On the contrary, when the fuzzy
area is over a certain threshold after many silences, it is considered that the load is low
enough to stay in fuzzy token mode. The normal alternating operation of the protocol
is reinstated when the value of the fuzzy area increases/decreases again, respectively.

Fuzzy
Area

Load

thr1

thr2 FUZZY ONLY

FOCUSED ONLY

NORMAL

Token holder Backlogged node

FUZZY
ONLY

FOCUSED
ONLY

Fuzzy Area

Figure 5.2: Transition chart (left) and extreme cases (right) of FUZZY TOKEN.

FUZZY TOKEN ensures fairness by circulating the token within the virtual ring. In
more detail, the token is passed implicitly at every event (silence, collision, or success-
ful transmission) regardless of the protocol mode. This is important because latency
tails generated by unfair access will significantly slow down computation, even if they
are infrequent. It is worth noting that, thanks to the unique characteristics of the on-
chip scenario, all nodes have a consistent view of all events. This allows to pass
the token implicitly and to update the fuzzy area values without explicit messages or
centralized control.

The default FUZZY TOKEN configuration is: increase the fuzzy area by 1 in each
silence, decrease the fuzzy area to 1 in each collision, thr1 = 10%, thr2 = 90%, no
probability decay, and static token ring. This combination of parameters was found to
be the optimum across the different workloads. For more details and a walkthrough
example of the protocol, we refer the reader to [58].

www.wiplash.eu 54 October 1, 2021



WiPLASH D3.1 H2020-FETOPEN-863337

5.3 Performance Models

The architecture and application parameters are summarized in Table 5.1. To evaluate
its performance, we implement it within Multi2sim [49] and compare the average packet
latency and throughput against that of the two baseline protocols. For a fair compari-
son, we optimize the token passing protocol with the same assumptions than in FUZZY
TOKEN. namely, that all nodes have a consistent view of the wireless channel. Thus,
the passing of the token can be made implicitly, with zero delay after transmission
and one-cycle delay after silence. Our centralized buffer protocol, by being a simple
upper-bound of performance, is not implemented nor evaluated in this section.

Table 5.1: Characteristics of simulated protocols and applications.
Wireless NoC Parameters

Application Synthetic traffic, H=0.5–0.9, σ=0.1–100
System 16–1024 cores, one antenna per core
Network 80-bit (4-cycle) packets (preamble: 20 bits, 1 cycle)
Link BRS [26], Token, FUZZY TOKEN (NACK delay: 1 cycle)
Physical OOK, 20 Gb/s

5.3.1 Evaluation
We start by comparing FUZZY TOKEN against the baseline protocols with synthetic
traffic. By default, arrivals are Poisson and the injection process is equidistributed
across all cores, to then evaluate hotspot and bursty traffic. Unless noted, the number
of nodes is 64, which is later increased to higher numbers to study scalability. All re-
sults are included in Appendix D, and here we show a selection of plots that explain
the performance and scalability of FUZZY TOKEN as compared to more traditional pro-
tocols.

The results of the first analysis with Poisson traffic are summarized in Figure 5.3.
It is observed in Fig. 5.3(a) how FUZZY TOKEN is able to deliver the low latency of
BRS at low loads and almost match the latency of token at high loads. In intermediate
loads, FUZZY TOKEN can even outperform both BRS and token thanks to its intelligent
management of contention. In Fig. 5.3(b), we see that FUZZY TOKEN achieves the
same throughput than token, leaving BRS behind. In fact, at very high loads, FUZZY
TOKEN ends up converging to regular token passing by design.

To complete the analysis, we plot the latency distribution of the three protocols in
Figure 5.4 for two different loads. At moderate loads, Figure 5.4(a), it is observed
that most transmissions with BRS take less than 30 cycles, with FUZZY TOKEN less
than 60, and with Token less than 90. The caveat, however, is that due to collisions,
1.29% of the packets with BRS take more than 500 cycles, with a worst-case of ~3400
cycles. On the other hand, FUZZY TOKEN has a worst-case of ~330 cycles (the best
among the three protocols), while still serving most of the packets within 60 cycles.
At intermediate loads, Figure 5.4(b) shows how BRS still delivers many packets within
the first 60 cycles, however now due to the higher amount of collisions, 28.9% of the
packets take more than 500 cycles to be delivered, with a worst-case of ~110,000
cycles. On the other hand, FUZZY TOKEN also delivers most of the packets within the
first 60 cycles, while providing a worst-case latency of ~390 cycles (again the best
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(a) Latency (b) Throughput

Figure 5.3: Performance comparison for different MAC protocols over increasing load.

among the three protocols). The difference betweenBRS and FUZZY TOKEN, then,
is shown in the re-distribution of the latency. While the latency distribution of FUZZY
TOKEN gradually becomes the best between BRS and Token, BRS generates a very
long tail that can take values up to several thousand cycles, which would clearly be a
bottleneck for the execution of the application.

(a) Moderate load, λ1 = 0.045. Tail: 1.29% BRS,
0% others.

(b) Intermediate load, λ2 = 0.11. Tail: 28.9% BRS,
0% others.

Figure 5.4: Cumulative distribution function (CDF) of the latency for the three protocols
at different loads. Tail defined as delivery time over 500 cycles.

5.3.1.1 Hotspot Traffic

In hotspot workloads, a few processors inject most of the traffic. In that situation, it
has been shown that contention-based protocols such as BRS outperform more rigid
collision-free alternatives such as token [25]. To confirm the hypothesis that FUZZY
TOKEN can deliver the best of the two types of protocols, we increase the spatial
concentration of traffic via the σ parameter mentioned in Section 2.3.1.1 (i.e. low σ
means hotspot traffic). The inter-arrival time is kept exponential.

Figure 5.5 shows the results of the analysis at λ1 = 0.045 and λ2 = 0.11 pack-
ets/cycle. Fig. 5.5(a) illustrates the former case, where the load is moderate, con-
tention is low, and an aggressive protocol is more appropriate. We confirm how FUZZY
TOKEN is just a couple of cycles slower than BRS, which maintains a very low la-
tency regardless of the value of σ. This is because nodes can transmit as soon as
they generate the packets irrespective of their location. Token has a high latency,
which worsens for low σ as the few transmitting nodes have to wait for their turn for
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(a) Moderate load, λ1 = 0.045 (b) Intermediate load, λ2 = 0.11

Figure 5.5: Latency for hotspot traffic with different σ values. Low σ means that a few
nodes inject most of the traffic.

each and every packet. Fig. 5.5(b) shows the results in the latter case, where con-
tention starts becoming important (Fig. 5.3 shows how BRS starts to saturate at that
load). In this case, BRS benefits from the decreasing number of contenders as traffic
becomes more concentrated (σ = 0.1). Token passing performs poorly in such a situ-
ation because many clock cycles are wasted passing the token between a few greatly
backlogged nodes. FUZZY TOKEN is capable of maintaining a low latency across all
situations, outperforming the two other options by up to 100× with respect to token and
up to 47% with respect to BRS. It is worth noting that similar tendencies are observed
for loads beyond λ2, but not shown in the sake of brevity.

(a) Moderate load, λ1 = 0.045 (b) Intermediate load, λ2 = 0.11

Figure 5.6: Latency for different H values. High H means more intense bursts.

5.3.1.2 Bursty Traffic

We repeat the same set of experiments now changing the temporal distribution of
traffic, assuming σ = 100. Burstiness is modeled via the Hurst exponent H as depicted
in Section 2.3.1.1, with higher H values leading to longer bursts and longer intervals
between bursts.

Figures 5.6(a) and 5.6(b) illustrate the impact of burstiness on the MAC perfor-
mance at moderate and intermediate loads, respectively. The first observation is that
burstiness is detrimental for most mechanisms, especially for contention-based pro-
tocols. This is already patent at low loads: injections are infrequent, but bursty, and
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Figure 5.7: Latency-throughput characteristic for BRS, Token, and FUZZY TOKEN as
functions of the Hurst coefficient for burstiness, and the σ parameter for hotspot be-
havior. for a system of 64 antennas.

hence collisions cannot be avoided. The latency of token passing also increases, but
its collision-free nature better absorbs the bursts. Even so, FUZZY TOKEN is capable of
achieving the best performance at all burstiness levels. This is because the first colli-
sions occurring at the burst onset make FUZZY TOKEN to become pure token passing.
As the burst is being served, the fuzzy area grows gradually and allows the last nodes
of the burst to access the channel earlier. Figure 5.6(b) serves to confirm that increas-
ing burstiness leads to early saturation, especially for BRS. As a result, FUZZY TOKEN
avoids contention and converges to token passing to better absorb the intense bursty
traffic.

5.3.1.3 Scalability

To study the impact of the number of participating stations in the communication on
the performance of the different protocols, we present an overview of the simulation
results for two system sizes, namely, N = 64 and N = 256. The plots are shown in
Figures 5.7 and 5.8. Note that the rest of results from N = 16 up to N = 1024 are also
included in Appendix D.

Essentially, we observe that the BRS protocol is largely unaffected by a change
in the number of nodes because it is the overall load that determines the collision
probability. Token, instead, is clearly affected negatively by the increase of nodes,
as the token round trip time rises proportionally to the antenna count. FUZZY TOKEN
continues to work well in all situations, although it tends become closer to token as
the number of nodes grows. This is because the reduction of fuzzy area is fixed to an
additive increase; at very high core counts, such a fuzzy area update is too slow to
keep up with changes in the load.
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Figure 5.8: Latency-throughput characteristic for BRS, Token, and FUZZY TOKEN as
functions of the Hurst coefficient for burstiness, and the σ parameter for hotspot be-
havior. for a system of 256 antennas.

5.3.2 Modeling
The methodology explained in Section 2.3 describes the modeling approach that is ap-
plied to the latency-throughput characteristic plots. In short, the results are truncated
discarding those simulations whose latency is more than a given threshold, which we
define as relative to the zero-load latency. This also marks the point of saturation load,
λsat, Then, a quadratic fitting is applied to obtain the different parameters α, β, and τZL.
We note that the quadratic fitting has yielded an R2 coefficient over 0.9 in most sim-
ulations, with some exceptions for high Hurst exponent values leading to very bursty
traffic. Tables 5.2, 5.3, 5.4 list the different parameters for BRS, Token, and FUZZY
TOKEN, respectively, assuming N = 64 and N = 256. The models for the rest of sys-
tem sizes are given in Appendix D. It is finally worth noting that, for bursty traffic, token
passing leads to extremely large latencies across the board. In those cases, fitting
fails to capture the very low performance of the protocol; we mark them as n/a in the
different mo

5.4 Resource Consumption Models

Unlike other hybrid protocols [19, 59], FUZZY TOKEN does not collect any utilization
statistics. Because of this, FUZZY TOKEN only requires a small memory, placed in
the transceiver, to store the tokenID, token ring order, fuzzy area, periodMode, and
threshold values. In light of the simplicity of the FUZZY TOKEN algorithm, which is
summarized in Fig. 5.1, and of the already small overheads reported by more complex
protocols (e.g. less than 0.4 mW, 0.003 mm2, 0.15 ns in [59]), we argue that the area
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Table 5.2: BRS model parameters for different workloads and N = {64, 256}.
BRS, 64 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.35 0.28 0.28
α 1.1 0.5 0.27
β 40 42.6 43.5
τZL 5.1 5.1 5.1

0.6

λsat 0.35 0.2 0.2
α -153.3 -39.1 -6.4
β 476.7 711.6 622
τZL 34 30 24.3

0.7

λsat 0.35 0.2 0.2
α 176.2 -360 -93.6
β 476.7 1892.8 1274.6
τZL 34 70.4 51.8

0.8

λsat 0.3 0.15 0.18
α -1025.7 -584.7 -332.4
β 17174 5158.7 6773.8
τZL 120.5 196 181.6

0.9

λsat 0.2 0.1 0.05
α 1060.5 1660 172.5
β -11620.6 1477.1 5516.2
τZL 421.8 182.5 356.2

BRS, 256 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.42 0.42 0.41
α 4 4.5 4.6
β 25 21.1 19
τZL 5 5 5

0.6

λsat 0.4 0.3 0.25
α 124.7 -1234 -155.1
β -447 9165 2055
τZL 131 136 100

0.7

λsat 0.2 0.15 0.17
α 232.5 -145 -365.9
β -286 1727 3055
τZL 202 205 182

0.8

λsat 0.1 0.01 0.1
α -580.7 -1333 6347
β 8543 16276 -37356
τZL 656 630 435

0.9

λsat 0.01 0.01 0.05
α 7511.3 -7552 4483
β -13210.6 54802 -16849
τZL 761 1146 724

Table 5.3: Token model parameters for different system sizes and workloads.

Token, 64 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.4 0.4 0.4
α 32 31 30
β 62 52 53
τZL 35 35 35

0.6

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.7

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.8

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.9

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

Token, 256 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.01 0.01 0.01
α 132 130 126
β 200 177 196
τZL 131 130 131

0.6

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.7

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.8

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.9

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a
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Table 5.4: Fuzzy token parameters for different system sizes and workloads.

Fuzzy Token, 64 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.5 0.5 0.5
α -1 -2 -2
β 120 123 123
τZL 5 5 5

0.6

λsat 0.35 0.2 0.2
α 92 -56 -128
β 227 819 836
τZL 29 32 39

0.7

λsat 0.35 0.2 0.2
α -348 -388 -63
β 1925 1870 1205
τZL 89 93 62

0.8

λsat 0.3 0.15 0.18
α 3268 -188 3916
β -21099 5028 -12427
τZL 161 240 68

0.9

λsat 0.2 0.1 0.05
α 6597 2184 -3506
β -4100 1374 22912
τZL 252 263 561

Fuzzy Token, 256 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.25 0.25 0.25
α 6 3.77 10
β 571 593 520
τZL 5 5 5

0.6

λsat 0.2 0.2 0.25
α 1006 233 -26
β -3936 3162 2823
τZL 81 79 98

0.7

λsat 0.2 0.15 0.17
α -1468 -821 382
β 1513 6810 7217
τZL 218 215 148

0.8

λsat 0.1 0.1 0.1
α 6184 3142 6006
β -14870 -8602 -21973
τZL 349 490 360

0.9

λsat 0.01 0.01 0.05
α -11806 -1620 13381
β 92880 31607 -65840
τZL 1419 1026 567

and energy overheads of FUZZY TOKEN’s circuitry are negligible when compared to
those of the transceiver itself [7,60,61].

Another source of overhead are collisions. As Figure 5.9 illustrates, FUZZY TOKEN
achieves high performance with a very moderate energy overhead over the regular
token passing (less than 12%) due to collisions. Energy-wise, there are two additional
points that are worth remarking. First, the energy consumption in regular token pass-
ing is not affected by the load. This is because of the implicit passing of the token,
which does not consume energy. This, however, comes at the cost of high latency at
low loads. The second point is that the energy of BRS increases with the load because
of the appearance of collisions, but then decreases. This effect is due to the finite pop-
ulation of the chip scenario: at very high loads, the backoff reaches huge values and
reduces the probability of collisions at the expense of unacceptable latency. We see
that FUZZY TOKEN achieves the low-load latency of BRS while avoiding its high energy
expense at higher loads.
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Figure 5.9: Energy consumption comparison for different MAC protocols over increas-
ing load.
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6. Discussion and Concluding Remarks

This deliverable has addressed the need for accurate area, power, and performance
models for their incorporation in system design space exploration frameworks. In par-
ticular, we modeled (i) the wireless channel within packages by means of fitting of
a comprehensive simulation campaign performed within WiPLASH; (ii) the area and
power of the wireless transceivers, by building our own models via a bottom-up ap-
proach and component modeling by a combination of literature analysis and circuit
modeling; and (iii) the latency and throughput of a wireless link based on our own
simulation of three possible link-layer protocols, and fitting of the obtained data. These
models, represented in a few parameters and tabulated for a wide range of simulations,
are new to the wireless network-on-chip community and allow architects to estimate,
with very low computational effort, the performance and resource consumption that a
wireless network will entail.

In the case of wireless channel modeling, we observed that channel losses be-
low 40 dB are possible with interesting exponent values around γ ≈ 1, and also co-
herence bandwidths beyond 20 GHz in some specific design points. At the physical
layer of design, we assessed the dependence of the area and power of the entire
transceiver chain, including the SerDes circuits, as functions of frequency, channel
losses, and modulation rate. While OOK promises low area (100 Gb/s/mm2) and low
power (2 pJ/bit) compatible with the channel losses evaluated here, we estimate that
the limited coherence bandwidth of the channel will force to either use less efficient
yet higher-order modulation or to consider using multiple streams of OOK data. Fi-
nally, we demonstrated that our proposed MAC protocol gathers the best of CSMA-like
and token-like protocols, and created a look-up table model for its performance across
system sizes and workload characteristics in terms of spatiotemporal distribution.

In future work, we plan to iterate on current models and incorporate new data as
they become available thanks to new simulations of experimental results. Examples
include wireless channel measurements with RWTH and UoS, transceiver data from
new tapeouts from RWTH, specific models for certain components of the transceiver,
or the simulation of new multi-channel MAC protocols that will embody the tunable
characteristic of the graphene antennas modeled in the project.
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A. Background

Wireless chip-scale communications are among the different candidates for intercon-
necting processing elements and memory within complex computing packages. Specif-
ically, the wireless paradigm has been proposed as a complement to the wired inter-
connects to (i) reduce the latency in communication between distant processors, pos-
sibly across chip boundaries, (ii) alleviate existing bandwidth bottlenecks caused by I/O
pin limitations, and (iii) establish global and reconfigurable links. These are possible
thanks to the inherent low latency, broadcast capability, and lack of path infrastructure
of the wireless technology.

As illustrated in Figure 1.1, wireless chip-scale communications broadly refer to
the implementation of intra-chip or inter-chip links with integrated antennas. In gen-
eral terms, any of the components within a multiprocessor architecture (e.g. CPUs,
GPUs, accelerators, memory) may be provided with a wireless transceiver that would
serialize, modulate and radiate outgoing information. Before that, protocols at the net-
work and link layer decide whether information needs to be wirelessly transmitted; if
so, these protocols also determine when the transmission takes place and through
which channel. EM waves propagate through the processor package until reaching
the intended destinations, where they are demodulated and deserialized.

Signals radiated at the transmitting end suffer losses and dispersion, which affect
the ability of the receiver to correctly demodulate the transmitted information. More-
over, two overlapping transmissions through the same channel would create a collision
and be lost. In this context, the RF transceiver, together with the protocols at the phys-
ical layer and link layers of design, are developed to combat these detrimental effects
and ensure that the information is delivered without errors. On the one hand, the
transceiver and physical layer protocols are designed so that the data is transmitted at
high speed and with enough power reach the receivers with enough Signal-to-Noise
Ratio (SNR) allowing to meet the BER requirement of the communications scenario.
This generally means applying a given modulation to the data and amplifying the mod-
ulated signals before radiating them, in a process that takes considerable power and
silicon area. On the other hand, the link layer protocol manages access to the shared
medium in an attempt to deliver data with the lowest latency and number of collisions.
Such a process may cause delays due to the scheduling of transmissions or recovery
from collisions that could not be avoided, thereby clearly affecting performance.

For all the reasons above, understanding the different aspects between the chan-
nel and the link layer of protocol design are crucial to model the performance and
resource consumption of wireless chip-scale communications. In this chapter, we pro-
vide background on the chip-scale environment in an attempt to gain insight on the
particularities of the scenario. First, in Section A.1, we review the salient characteris-
tics of the wireless chip-scale communications context, from the physical landscape to
the design drivers or the types of traffic to be served. Then, in Sections A.3 and A.4, we
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Figure A.1: The chip-scale communication landscape in the heterogeneous chiplet
era: Network-in-Package (NiP) to interconnect chiplets, Network-on-Chip (NoC) for
multicore processors, and dense fabrics for accelerators. For the three scenarios, we
list popular system sizes, number of nodes, bisection bandwidth, latency, energy per
transmitted bit, and topology.

discuss the fundamentals and related work in physical layer and link layer of design,
respectively. We refer the reader to Deliverable D3.1: Wireless Channel Models [1]
for a similar analysis of context and fundamentals for channel modeling for wireless
in-package communications.

A.1 Context Analysis

The wireless chip-scale scenario has a unique blend of requirements and constraints
that impact on the design of the protocol stack and the desirable performance and
cost. We next summarize them in four main points, which relate to Figure A.1: high
performance, resource awareness, monolithic system, and workload characteristics.

A.1.1 High Performance
Computing systems demand ultra-fast and reliable communications at the chip scale
mainly because the communication latency slows down the computation and minor
errors may corrupt an entire computation. Generally, architectures may try to be re-
silient to communication latency and errors; the former via latency hiding techniques
through the computing and memory pipeline, which come at the expense of indirection
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and complex hierarchies [62], and the latter via the use of approximate computing [63],
which is far from widespread and cannot be applied to all types of data and application
domains.

Most WNoC proposals consider wireless in the order of 10–100 Gb/s to achieve
system-wide latencies around or below 10 ns, while it is generally accepted that the
error rate should be comparable to that of wired interconnects, i.e. between 10-12 and
10-15 [64]. This has several implications in the design of the wireless communication.
First, the channel needs to support such a high bandwidth, either via a single broad-
band channel or multiple sub-channels. Second, the physical layer of design needs
to use a modulation that either has a very high spectral efficiency in bit/s/Hz, which
generally requires a complex transceiver and challenging SNR levels to be decoded
correctly; or a low order modulation with a very high modulation rate. Third, the MAC
protocol needs to ensure high throughput with low delays, not only in average but also
in the worst case. Note, however, that the aggregate bandwidth of the system is typ-
ically much larger to accommodate many simultaneous unicast transfers, which are
responsibility of the wired interconnect fabric.

A.1.2 Resource Awareness
Nodes in wireless networks are typically mobile and hence have a limited battery, of-
tentimes leading to energy-constrained communication. In chip environments, the en-
ergy supply is generally guaranteed, yet limited by heat dissipation constraints which
manifest through the maximum TDP. In the current era of computer architecture,
power has actually become a driver of multiprocessor design, suggesting the use of
power-gating techniques to increase the overall efficiency and meet TDP constraints
[65]. Similarly, chip real state is a precious resource due to cost reasons relative to
fabrication and yield, i.e. larger chips have a higher probability of fabrication faults.

From the perspective of physical layer of design, this generally implies that sim-
ple and low-power transceivers that support only low-order modulations are preferred
because they do not require bulky or power-hungry components [36]. Similarly, MAC
protocols need to be simple and minimize collisions to reduce the area and power
overheads. From the perspective of the wireless channel, resource awareness forces
architects to minimize path loss while increasing the frequency and looking for wide
spectral bandwidths to accommodate the high requirements of data rate.

A.1.3 Monolithic System
A multicore processor is basically a monolithic system from the designers’ point of
view and often a proprietary solution. The design team has a certain control over
the architecture and the physical landscape of the system. Hence, we argue that the
propagation of EM waves takes place in a confined space, which moreover is fixed and
known beforehand [66]. This represents one of the main uniquenesses of the WNoC
scenario, since nodes in other wireless networks generally move within a propagation
environment that can also be dynamic. Moreover, in traditional wireless systems, the
network stack and the applications are designed and developed by different teams.

This aspect has multiple implications in the design of wireless in-package networks.
For instance, the chip-scale channels become quasi-deterministic at the data-link layer
as the physical landscape is static and known a priori [66]. At the physical layer,
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such a static property can be exploited to streamline the performance of encoders and
decoders, which now do not have to depend on signal statistics or, for that matter,
need to combat a much narrower variance in the signal characteristics [56]. At the
MAC layer, the monolithic aspect is positive in that protocols can be heavily optimized
based on the prior knowledge on the applications, or even by entering the design loop
of the architecture as discussed in depth in [29]. This helps combat the communication
workloads of multiprocessors, which as we will see next, are challenging to serve due
to their burstiness and variability.

A.1.4 Workload Characteristics
The communication workloads traditionally shown by single-chip multiprocessors are
challenging to serve in most networks and especially in wireless ones. The main char-
acteristics of such workloads are heterogeneity, variability, spatial hotspot behavior,
and temporal bursty behavior. In more detail:

• Heterogeneity: Although architectures are generally designed trying to avoid ex-
pensive communication transactions, manycore processors face the challenge
of having to support heterogeneous traffic profiles. Traditionally, local and uni-
cast communications have dominated, but it has been shown that the global and
multicast flows targeted by wireless communication can become significant in
manycore processors [15, 28]. Figure A.2(a) illustrates this by plotting the per-
centage of long-range and multicast traffic as a function of the number of cores
in multithreaded benchmark suites [67]. The rise of the chiplet paradigm might
exacerbate this aspect, as specialization may lead to different chiplets generating
completely different intra-/inter-chiplet traffic patterns.

• Variability: The existence of a wide range of programming models and appli-
cation domains may cause large changes in terms of communication demands
from one application to another. Moreover, the particular chiplet combination in
a heterogeneous architecture influence in such a variability, as different applica-
tions may require to use a particular accelerator chiplet intensely while others
may not. Within each particular application, phase behavior also leads to wild
variations on the traffic characteristics over time [68]. Such a behavior is ex-
emplified in Figure A.2(b), which clearly shows how the application fluidanimate
alternates between communication-intensive and computation-intensive phases.

• Spatial hotspot behavior: Soteriou et al. revealed that most applications gen-
erate traffic unevenly across all the utilized processing elements [28]. Similarly,
the characterization performed in [67] confirmed that multicast flows also follow
a strong hotspot distribution, meaning that a few selected processing elements
inject most of the traffic. Figure A.2(c) reproduces some of these results by plot-
ting the standard deviation σ ∈ [0,∞) of the injection distribution, where small
values represent hotspot traffic.

• Temporal bursty behavior: Soteriou et al. also demonstrated that, as it occurs
in most networks, traffic in the NoC domain is self-similar. The consequence of
this fact is that packets are injected in bursts followed by relatively long silences.
The Hurst exponent H ∈ [0.5, 1] evaluates this behavior, where H = 0.5 cor-
responds to memoryless traffic and large values indicate the presence of self-
similarity. As shown in Figure A.2(c) for traffic in a single-chip multiprocessor,
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Figure A.2: Workload characterization of different multiprocessor architectures and
applications exhibiting (a) increasing heterogeneity, (b) intra-application variability, and
(c) inter-application variability with bursty and hotspot traffic.

traffic tends to be busty (H > 0.7). This has been also confirmed for multicast
traffic in single-chip architectures [67] and is likely to continue to hold in hetero-
geneous chiplet architectures.

The characteristics of traffic are important to understand the requirements placed
on the link layer of design and, more specifically, on the MAC protocols. There are sev-
eral conclusions to take away from this analysis. For instance, the heterogeneity and
variability of traffic suggests that the MAC protocol should be reconfigurable to adapt to
large-scale changes, i.e. between and within applications and taking into consideration
the added heterogeneity of the chiplet paradigm, with a reasonable cost. Beyond that,
the hotspot/bursty characteristics of traffic are generally detrimental to performance
and call for flexible solutions that can provide fast and fine-grained adaptivity. This im-
plies, then, that slow reconfigurability will not be enough to cater to the ever-changing
communication needs of new architectures and systems.

A.2 Wireless Channel

The first aspect to consider to evaluate the potential performance and efficiency of a
wireless link is the wireless channel, which essentially determines the attenuation and
dispersion that signals suffer during propagation. In conventional wireless scenarios
where Line of Sight (LoS) propagation through free space can be generally assumed,
losses are calculated as

FSPL =

(
4πd

λ

)2

, (A.1)

where d is the transmission distance and λ is the transmission wavelength. In real-
istic scenarios, where LoS and free space propagation do not hold anymore, models
become more complex and require numerical simulations or experimental measure-
ments to be developed [69–72]. This is the case of on-chip communication, as we
discussed in depth in Deliverable D3.1 [1]. A typical fitting model for path loss PL in
these scenarios is given by

PL = PL0 + 10γ log10

d

d0
+Xg (A.2)
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Figure A.3: Different flavours of computing packages capable of hosting multiple chips.

where PL0 is the path loss at a distance d0, d is the transmission distance, γ is the path
loss exponent, and Xg is a random variable related to fading. Importantly, γ models
how path loss scales with distance, which is 2 in freespace propagation where spread-
ing losses dominate, lower than 2 in enclosed and waveguided low-loss environments,
and higher than 2 in lossy and environments with many obstacles between transmitter
and receiver.

Wireless chip-scale communication generally occurs within the confinements of a
computing package. As discussed in depth in Deliverable D3.1 [1], computing pack-
ages can take different forms as shown in Figure A.3. Flip-chip packages, wherein
the chip(s) are flipped over and connected to the Printed Circuit Board (PCB) board
or organic substrate through solder bumps, are currently widespread. Then, the chip
is surrounded by (i) a metallic heat sink contacted by a heat spreader and (ii) the
package carrier, with several metal layers on top the PCB. An alternative to this are
interposer-based packages, where a large silicon die is placed between the organic
substrate and the chips, to provide finer-grained connections among the chips. Finally,
wire bonding is the traditional packaging option whereby chips are placed directly on
top of the package substrate and connected through bond wires between the PCB
contacts and the chip pads, which are now on top.

Figure A.4 graphically depicts the process of wave propagation within computing
packages. In the intra-chip region, waves through several layers of the chip, includ-
ing the dielectric. In the inter-chip region, waves that have left the chip travel through
the inter-chip space until they reach the boundaries of another chip or the package
limits. Beyond the spreading losses, EM waves within package can suffer from reflec-
tions, refraction, diffraction and absorption. More specifically, reflections will appear
both when a wave reaches the interface between two materials, which may happen
often in this enclosed and highly integrated scenarios. Depending on the smoothness
of the interface, measured relative to the wavelength, reflections can be specular or
scattered. In addition, when transitioning from a medium to another, refraction of the
EM wave will occur again depending on the change in the refraction index. Diffraction
or bending of the wave around the (sharp) edges of chips can also occur due to the
parallelogram-like form of different components. All these components may lead to
relatively complex channel responses.

As discussed in Deliverable D3.1 [1], where we surveyed the state of the art on
channel modeling for wireless chip-scale communications, the existing literature fo-
cuses on the 60–100 GHz band and does not model the computing package realisti-
cally. Without channel models that include the package at scale to higher frequencies,
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Figure A.4: Schematic representation of wave propagation in an interposer system
with flip-chip package excited with vertical monopole antennas, distinguishing between
intra- and inter-chip regions, and exemplifying different propagation phenomena.

accurate modeling of the performance and efficiency of wireless chip-scale communi-
cations is challenging. Aware of this gap, we have performed an extensive simulation
campaign to characterize the wireless channel within realistic computing packages,
pushing the carrier frequency upto 240 GHz in frequency domain analysis and to 1
THz band in the time domain analysis, and including wirebond, flip-chip, and inter-
poser packages coherently with the WIPLASH vision.

In summary, our evaluations showed that (i) flip-chip and interposers are preferable
over wirebond, that (ii) path loss of 30–40 dB and delay spreads below 0.1 ns can
be achieved over distances of a few centimeters without cumbersome optimization
processes, and (iii) that thinning down the silicon die is the most impactful design
decision, which can be combined with other optimizations such as using epoxy resin
instead of vacuum as filling material in the package. However, we also need to be
aware that increasing the distance and the frequency of operation will increase both
the path loss and delay spread. All these results form the base of our channel modeling
later in Chapter 3.

A.3 Physical Layer

The Physical Layer (PHY) defines how bits are transmitted over the wireless links
and, thus, plays a fundamental role in determining the requirements of the associated
transceivers. These, in turn, largely determine the area and power consumption of
the wireless network. In a WNoC, the PHY module will basically serialize processor
messages, modulate the resulting bits at a given frequency much higher than the pro-
cessor clock, and deliver the modulated signal to the antenna. The inverse operation
is performed at reception.

One of the first decisions at PHY is the frequency of operation, which largely deter-
mines the dimensions of the on-chip antenna and the available bandwidth. On the one
hand, a resonant antenna has a length and width commensurate to the wavelength λ
within the medium where the antenna is placed. Note that, in the case of graphene
antennas, the length is commensurate to the SPP wavelength λSPP = λ/K where K
is the compression factor of the SPP wave in the antenna. In any case, the size is
inversely proportional to the operation frequency fc [73]. On the other hand, in order
to fulfill the bandwidth requirements B at such resonance frequency, a conventional
resonant antenna must yield a quality factor of Q ≈ fc

B
. A high quality factor implies

a sharper resonance, which leads to a better efficiency but a lower bandwidth overall.
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Also, maintaining a certain Q at higher frequencies leads to an equally higher band-
width, reason for which it is generally held that it is easier to obtain high bandwidths at
high frequencies.

Another crucial design decision at PHY is the modulation as it defines the spectral
efficiency SE of the system, this is, how many bps are transmitted for each Hz of
frequency bandwidth. Thus, the transmission rate R is:

R = B · SE, (A.3)

where B is the frequency bandwidth of the link. Hence, transmission rates of a system
can be scaled by either increasing B or using a modulation with higher SE. These
have different consequences that are difficult to disentangle and that we will try to
model through the deliverable. In principle, higher B needs to be supported by the
antenna, channel, and transceiver; such a decision may require shifting to higher fre-
quencies so that the components can accommodate the bandwidth easily. Technology
evolution pushes the achievable frequencies, fT and fMAX , and their adoption may
help fulfilling the B requirement. On the other hand, changing the modulation to in-
crease SE may not only lead to an increase of the SNR needed to achieve a certain
BER, but also demand completely different transceiver architectures and the use of
complex circuits, leading to non-trivial changes in the area and power. One can gener-
ally distinguish between coherent and non-coherent receivers depending on whether
they are able to detect the phase of the signal. Coherent receivers are typically more
complex and power-hungry due to the need for sophisticated components such as the
Phase-Locked Loop (PLL), but admit a wider variety of modulations that are typically
robust against noise. To exemplify this, consider that wireless signals are received with
a given SNR. The BER at the receiver will be:

BER ∝ F
(

1

SNR

)
, (A.4)

where F is a function specific to each modulation and that does not always have a
closed form. As shown in Figure A.5, coherent modulations like Phase-Shift Key-
ing (PSK) or QAM will generally require a lower SNR to reach an objective BER than
non-coherent modulations like OOK or Pulse Amplitude Modulation (PAM). Fixing the
modulation family, one can increase the spectral efficiency at the expense of requir-
ing a larger SNR to comply with a given error rate. In the end, however, the power
consumption will be determined by the transceiver components.

Given that there is a fixed statistical relationship between the power received and
the BER, one can evaluate the power that needs to be radiated at the transmitter to
ensure a given signal strength at the receiver and, thus, to guarantee a given error
rate. For that, we need to perform a link budget which takes as inputs the antenna
gain as well as the losses between transmitter and receiver (possibly as a function
of the distance) at a given transmission frequency to evaluate the total attenuation
introduced by the link. In short, the SNR can be expressed as [74]

SNR =
Pt ·Gt ·Gr ·B

N0 · LRX · PL ·R
(A.5)

where Pt is the power at the output of the transmitter, Gt and Gr are the gains of the
transmitting and receiving antennas, LRX is the loss of the receiver, andN0 = k·T0·B·F
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Figure A.5: Theoretical BER as a function of the SNR for different modulations.

is the input noise power that depends on the Boltzmann constant k, the receiver noise
temperature T and the noise figure of the receiver F . Other known terms discussed
above are B for bandwidth, R for transmission rate, and PL for path loss. Therefore,
the link budget process requires a model of the channel and its associated losses,
as discussed above. An alternative way of expressing this relation is also described
in [74]

R =
A

SNR

Pt
dγ

(A.6)

where R is the achievable rate, when Pt is transmitted over a channel of exponent γ as
defined in Equation (A.2), with a modulation that requires SNR at the receiver, using a
transceiver with A =

Gt·Gr·dγ0
k·T0·F ·LRX ·Lp(d0)

being a constant related to the transceiver at hand
and the reference path loss at distance d0.

The existing work on PHY design for wireless chip-scale communications has gen-
erally taken an approach driven by high frequencies and simple modulations to sat-
isfy the very high transmission speed and high efficiency requirements of the sce-
nario [36, 60, 74]. Having 10–100 Gb/s as a reasonable target and silicon real estate
as a precious resource, the use of frequencies beyond 60 GHz is proposed. Due
to the relatively immature state of THz technology, high-order modulations or tech-
niques requiring significant signal processing are discouraged. Instead, most pro-
posals advocate for simple modulations such as OOK, which can be achieved by
simply connecting the stream of bits to the circuit that generates the carrier wave,
together with non-coherent (i.e. amplitude) detection. This combination avoids the use
of bulky and power-hungry circuits such as PLLs and even eliminates the need for a
Analog-to-Digital Converters (ADCs). It has been thus shown that OOK can be 1.5X
and 2.5X more energy efficient than BPSK and QPSK in on-chip environments [7].
The downside of using low-order modulations is that, because the wireless channel
may produce significant dispersion as shown in Deliverable D3.1 [1], a single carrier
cannot be employed. Multi-carrier modulations may additionally relax the serializa-
tion/deserialization requirements of the wireless link.

The main issue concerning the related work in PHY design in wireless chip-scale
communications is that a full working link has not been prototyped yet. This makes the
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transceiver power and area models dependent on link budget formulations which are
not necessarily accurate, as they in turn depend on the channel, for which adequate
models have been largely missing as discussed in prior sections. Moreover, it is diffi-
cult to find area and power models that cover different situations in terms of frequency,
channel losses, or technology, simply because transceivers are generally designed
having a well-defined spectral mask and specifications to achieve. We will attempt to
address these points in Chapter 4 using channel models from Chapter 3.

A.4 Link Layer

At the link layer of design, the MAC sub-layer implements mechanisms to ensure that
all nodes can access to the medium in a reliable manner. As we will see, this plays
a decisive role in determining the performance of any network as two simultaneous
accesses to the same channel will fail and result into a waste of resources.

Two metrics are generally employed to evaluate the performance of a given MAC
protocol. On the one hand, the latency of the protocol measures the time spent by
a packet in the MAC queue, this is, from the instant the message is queued until the
transmission is successful. Adding all factors, the transmission latency τL of a packet
of length L through a PHY with data rate R, as calculated with Eq. (A.3), is:

τL =
d

c0
+
L

R
+ τMAC , (A.7)

where the term d
c0

is the propagation latency, L
R

is the transmission latency, and τMAC

is the MAC delay, including retransmissions, timeouts and acknowledgments. In chip
environments, it generally holds that L

R
+τMAC � d

c0
. A complete evaluation in terms of

latency generally calculates τMAC at low loads (i.e. zero-load latency) and high loads,
near saturation, both in average and standard deviation. A large variance may mean
that the protocol is not fair, which is extremely harmful in this scenario.

On the other hand, an equally important metric is the MAC throughput M , which
is calculated as average rate of correct transmissions, and its normalized version µ,
which are evaluated as

M =

∑
Li
T

,

µ =

∑
Li

T ·R
,

(A.8)

this is, as the sum of the lengths of the successfully transmitted packets, divided by
the total elapsed time T . M is calculated in bits per second, and its normalized version
µ ≤ 1 is unitless when divided by the data rate of the channelR. Throughput is typically
reported at saturation, this is, when latency surpasses a certain threshold.

Related works on MAC for WNoC can be divided into various groups, namely:

• Multiplexing: First MAC protocols proposed for the WNoC paradigm used time,
frequency, or code orthogonal channels [23, 75]. These techniques are free of
wasteful collisions and are capable of delivering high throughput, but do not work
well under variable workloads since bandwidth is statically allocated. Moreover, it
does not scale well beyond a few cores due to the hardware overhead of creating

www.wiplash.eu 73 October 1, 2021



WiPLASH D3.1 H2020-FETOPEN-863337

more channels. Spatial multiplexing has also been proposed in [27] and could
be of potential interest in WiPLASH due to the potential use of steerable antenna
arrays. However, their applicability is unclear in packaged environments with lots
of multipath and needs to be studied further.

• Token passing: Different variants of token passing have been examined as al-
ternatives or even complements to channelization [23, 76, 77]. These solutions
work well for distributed, high loads, but not for heterogeneous or hotspot traffic
as the token has a fixed trajectory. Also, the protocol does not scale well due
to the increasing token turnaround time. Mansoor et al. attempt to minimize
these issues by means of a predictive scheme that estimates the optimal token
occupancy of each node [76]. The work of [24] proposes token-like distributed
arbitration protocol with single-bit concurrent probing. However, the probing in-
troduces unfeasible bit-level synchronization among the involved nodes.

• Random access protocols: contention-based protocols provide flexible opera-
tion and low latency as nodes can attempt to gain access at any time instant and
have been explored for WNoC [25, 26] due to their consequently low latency at
low loads. BRS-MAC [26] minimizes latency also under moderate loads by using
preamble transmission, collision detection, or collision notification via negative
ACKnowledgments (ACKs). At high loads, however, the protocol saturates early
due to the impact of collisions.

• Hybrid approaches: In [19, 25, 59], token/contention hybrid protocols are pro-
posed that attempt to leverage the benefits of both approaches. In [59], utiliza-
tion metrics are gathered and used to switch between token or random access
modes, whereas [19] decides which protocol to use based on the load observed
during the first thousands execution cycles of an application. This can have an
negative impact in bursty and fast-changing traffic, as the protocol may converge
to a non-optimal configuration.

• Hybrids in other scenarios: traditionally, research on LAN networks has also
tried to combine fixed and random access. In [78], the number of nodes is di-
vided into fixed-size groups connected via a virtual token-passing ring. Groups
contend for the channel with CSMA/CD, but the token-holding group has priority.
However, the fixed size of the groups and the requirement for ACKs after every
transmission discourages its use on multiprocessors. Another hybrid protocol is
given in [79], wherein the token holder has priority after the channel changes
from busy to idle in any contention period. In the rest of cases, however, all
nodes can contend for the channel, which leads to early saturation. In [80], a
probabilistic TDMA scheme where nodes transmit to a preferred slot with a given
probability a, or elsewhere within the frame otherwise, is proposed. The idea of
the two extremes is laid out, but the decision on the parameter a is not discussed.

In summary, the on-chip scenario is driven by latency and reliability, yet with a
strong emphasis on energy efficiency, which poses an important challenge at the MAC
layer. Existing proposals are in between the high performance of multiplexing/token
passing at high, distributed loads, and the promptness and adaptivity of random ac-
cess protocols especially at low and hotspot loads. We believe that the sweet spot is
somewhere in between these two extremes, in solutions that naturally and gradually
adapt their characteristics to the load without the need of an external controller. This
is what we aim to achieve with FUZZY TOKEN, which is presented in Chapter 5.
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B. State of the Art in Multi-Chip Interconnects

Motivated by the rise of the architectural trends of disintegration and specialization,
chiplet-based systems are becoming a hot topic in recent years [81, 82]. To enable
this chiplet-based approach, fast and efficient chiplet-to-chiplet interconnect fabrics
are required to perform data sharing and synchronization across the system. As we
describe next, several alternative technologies can be employed to this end.

The WiPLASH project envisages wireless chip-scale communications as the en-
abler of a new breed of heterogeneous chiplet-based architectures within this new
chiplet revolution. Within this context, the goal of this deliverable is to obtain perfor-
mance and resource consumption models of such a wireless technology. In order
to provide baseline models to which the wireless alternative can be compared, this
section discusses the state of the art of multi-chip interconnects.

Table B.1 lists the different technological alternatives. Here, it is worth noting that
a distinction is made between wireless technology in the mmWave band, and the
WiPLASH approach with graphene-based antennas in the THz band. The table also
shows that, besides the classical links transporting baseband signals through electri-
cal wires in the package and the wireless links using the package as a transmission
medium, two emerging technologies that can also offer inter-chiplet high-speed com-
munication. They are integrated RF transmission lines [83–85] and silicon photonics
packaged links [86–88], termed here as RF/Optical. As we discuss throughout the sec-
tion, although these technologies are more efficient and provide more bandwidth than
wireless communication, they are more complicated as they still require laying out an
extra and overprovisioned network through the package, and less scalable as they are
still limited by constraints related to pin scarcity, fanout, or laser power requirements.

The remainder of the chapter is organized as follows. In Section B.1, we discuss
the main alternatives in terms of chiplet interconnection, placing emphasis in the pack-
aging technology rather than on the physical media where communication takes place.
Then, in Section B.2, we survey the state of the art on the physical layer of wired inter-
connects, making a distinction between baseband and optical wired/waveguided links.
Finally, in Section B.3, we discuss a variety of works on transceivers for ultra-short
range and high-rate wireless communications, including chip-scale wireless communi-
cations and RF interconnects.

B.1 Chiplet Interconnection Alternatives

The traditional approach to interconnecting multiple chips within the same package
is the Multi-Chip Module [MCM, Figure B.1(a)] [89, 90], in a solution that has been
recently adopted by AMD in several of its processors [91, 92]. MCMs rely on the
integration and interconnection of chiplets directly on top of organic package substrate.
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Table B.1: Comparison of different interconnect technologies for NiP. Capacity refers
to bisection bandwidth.

Metric Electrical RF/Optical Wireless WiPLASH
Medium Wires Waveguides Package Package

Frequency Baseband mmWave/Optical mmWave Terahertz
Capacity (Tb/s) 0.1–1 1–100 0.01–0.1 0.1–1

Latency (ns) 10–100 10–100 1–10 1–10
Energy (pJ/b) 1–10 0.1–10 1–10 1–10
Multiplexing No Time* Time Total**
Broadcast Poor Expensive Native Native
*only if global waveguides are used. **space, time, and frequency.

This option offers large room for accommodating chiplets, e.g. beyond 70×70 mm2 [89]
yet at a relatively coarse I/O bump pitch over 100 µm [90]. To make up for the large
pin sizes, Ground-Referenced Signaling (GRS) serial links at multiple tens of Gb/s are
implemented instead of more traditional parallel links. This, however, increases the
hop latency up to a few tens of nanoseconds [93] and discourages the use of long
links across the package. The scalability of the solution is thus limited by latency
problems; in fact, most multi-chip architectures count on either a fully connected NiP,
e.g. Infinity Fabric [92], or a mesh NiP [89,93,94] but up to a few tens of chiplets.

An alternative technology is the silicon interposer, which is effectively a large chip
upon which other smaller dies can be stacked, as shown in Figure B.1(b) [95]. This
allows to interconnect chiplets at a much greater density (i.e. around an order of mag-
nitude greater) than in the classical MCM [95, 96], which enables the implementation
of low-latency parallel links. Interposers can be passive, i.e. containing only wires
through the metallization layers of the interposer, or active, i.e. containing transis-
tors and other active elements. Therefore, active interposers can even host routers
within the interposer, which unleash a set of new choiches in terms of NiPs topol-
ogy [95,97–99]. However, all these advantages come at the expense of area limitations
and a high manufacturing cost. In general, interposers are bound to the reticle limit,
which makes interposers larger than 800-mm2 a challenge. Still, TSMC has recently
demonstrated that mask stitching and other techniques can be used to build 1700-mm2

and even larger interposers [100]. Still, the cost of this solutions increases significantly,
rendering them appropriate for very high-end systems. In any case, the connectivity of
interposers is still limited by the amount of available pins, which discourages the imple-
mentation of high-radix topologies, especially in passive interposers. Instead, the pins
are typically used in this context to increase the bandwidth of parallel links in a mesh
topology. Therefore, cost and latency are limiting the scalability of this approach.

A third alternative recently promoted by Intel is the Embedded Multi-die Intercon-
nect Bridge (EMIB), shown in Figure B.1(c) [101–103]. The solution consists in inte-
grating very small silicon dies or bridges within the package substrate, to which chiplets
can be connected at a fine granularity. These bridges are strategically located at the
edge of chiplets, allowing two adjacent chiplets to be interconnected with high band-
width and low latency. As a result, EMIB offers the speed of an interposer without its
size constraints. However, the connectivity is clearly limited to neighboring chiplets:
in systems with large chiplet counts, certain data communication patterns will require
many hops to complete.
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In all these cases where only contiguous chiplets are interconnected for various
reasons, the high latency associated with inter-chiplet communication renders multi-
hop coherence transactions across chiplets extremely costly, decreasing performance
and jeopardizing the scaling of the system. Hence, in this context, wireless technol-
ogy represents an opportunity to greatly alleviate these issues and trigger intresting
architectural innovations. As shown in Figure B.1(d), communication happens through
electromagnetic waves are radiated by antennas integrated within the chiplets. The
waves propagate within the package at the speed of light. That leads to system-wide
low latency (comparable to that of a single MCM hop) and inherently broadcast com-
munication without any pin or cost-related size constraints [5, 104]. However, since
the medium is shared, wireless technology can only offer a moderate aggregate band-
width of a few hundred Gb/s. Hence, this technology is expected to complement a
wired interconnect alternative. In next sections, we review the state of the art of the
underlying technologies for wired and wireless inter-chiplet links.

(a) Multi-Chip Package (b) Silicon Interposer (c) Silicon Bridge (d) Wireless MCM

Figure B.1: Chiplet-to-chiplet interconnection technologies, according to Intel [4] (a, b,
c) and Guirado et al. [5] (d).

B.2 Physical Layer of Wired Interconnects

The packages described above provide an environment for the integration of wires and
waveguides that can transport signals across chiplets. In the next subsections, we
review the state of the art in the physical layer of design of such wired interconnects,
making a distinction between electrical and optical technologies.

B.2.1 Electrical Links
Baseband signaling through metallic wires embedded within the package substrate or
the interposer are the traditional and most widespread alternative. There are essen-
tially two alternatives in this regard, which we describe next: parallel and serial links.

B.2.1.1 Parallel Links

Parallel links are the conventional approach for baseband signaling, where the mod-
ulation consists in the charging and discharging of the wires at the pace marked by
the system clock. The latency of this kind of links is determined by the amount of
synchronous repeaters that may be placed along the wire to avoid timing violations;
whereas the throughput of a single wire is equal to one bit per clock cycle Tclk. Then,
links are built by placing W wires in parallel, leading to a rate of R = TclkW = W

fclk
.

The power consumption of such links essentially depends on the wire length as well
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as the capacitance per unit of length, which in turn depends on the wire width and
the materials surrounding it. The area occupied by the wire drivers and repeaters is
negligible as compared to other types of links.

For its simplicity, the parallel approach is used pervasively. In the multi-chip sce-
nario, however, parallel links are only affordable in interposer-based systems where the
I/O pitch is much finer than in MCMs. For recent implementations of such systems, one
can find proposals with a diversity of specifications: 1.21 Gb/s/pin at 0.59 pJ/bit [105],
12.8 Gb/s at 0.38 pJ/bit [106], 13 Gb/s and 0.34 pJ/bit at a range of 11mm [107], or
20 Gb/s with 0.47 pJ/bit for below 1-mm lnks [108]. Some specifications may differ as
some works report only the chiplet-interposer connection without adding the length of
the link within the interposer.

B.2.1.2 Serial Links

Due to the insatiable appetite of modern workloads for bandwidth, the multi-chip para-
digm faces the challenge of satisfying such increasing needs. The issue of MCMs
and, to a lesser extent, interposers is that the amount of available pins is limited, which
means that either connectivity or bandwidth may be reduced. A way of alleviating this
bottleneck is to implement serial links in each of the inter-chiplet wires. In serial links,
data coming from the processor or memory is serialized and modulated at a high speed
using simple low-order modulations such as OOK or 4-PAM, and deserialized on the
other end. This way, one can accommodate one order of magnitude higher bandwidth
that with conventional signaling. However, this comes at the cost of significant latency
related to the need to serialize and deserialize the data. The power consumption will
depend on multiple factors such as the desired BER, the link length, or whether the
modulation clock is transmitted in parallel for synchronization.

Although serial links have been researched for many years to satisfy the needs of
computing systems, the proliferation of chiplet-based systems has triggered new de-
velopments in the area. Table B.2 summarizes recent works on serial links at different
scales within computing systems, showing a variety of per-lane speeds (up to 64 Gb/s)
and efficiencies in the range of 1–10 pJ/bit, essentially depending on the assumed loss
at the link.

B.2.2 Optical Links
An alternative to the traditional baseband signaling is found in the optical domain,
triggered by the huge advances made in the field of integrated and silicon photon-
ics [128, 129]. On the one hand, optical waveguides can be integrated within silicon
chips, as a modified Si/SiO2 interface can be used to implement the core and cladding
of such a waveguide. As a result, these can be also built within interposers, which
serve as natural media for inter-chiplet optical interconnection [130]. Waveguides in-
tegrated in PCB follow a different process but are equally possible. On the other hand,
components such as miniaturized optical modulators, splitters, photodetectors, and
even laser sources can be integrated within the chiplets [129]. Optical signals are
therefore modulated on-chip, coupled within the waveguides off-chip and back to the
chiplets, where they can be filtered and detected. Although the technology is less
mature than the classical electrical signaling, this option provides the advantage of
speed-of-light propagation, leading to ultra-low latency across the system, and ultra-
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Table B.2: Comparison of recent electrical links from the literature
Ref Tech Speed/lane Energy Loss BER

[109] 16nm 25 Gb/s 1.17 pJ/bit 8.5 dB 10-15

[110] 16nm 56 Gb/s 2.25 pJ/bit 11 dB 10-15

[111] 16nm 64.375 Gb/s 2.95 pJ/bit 8.6 dB 10-6

[112] 16nm 56 Gb/s 5.8 pJ/bit 32 dB 10-12

[113] 16nm 56 Gb/s 9.1 pJ/bit 31 dB 10-8

[114] 28nm 20.83 Gb/s 5,64 pJ/bit 3 dB 10-15

[115] 28nm 20 Gb/s 0.54 pJ/bit 1 dB 10-12

[116] 28nm 56.2 Gb/s 4.4 pJ/bit 18.4 dB 10-12

[117] 32nm 12 Gb/s 3.15 pJ/bit 10 dB 10-12

[118] 32nm 12 Gb/s 1.4 pJ/bit 3 dB 10-9

[119] 40nm 16 Gb/s 5.3 pJ/bit 12dB 10-12

[117] 45nm 10 Gb/s 1.4 pJ/bit 8 dB 10-16

[120] 45nm 10 Gb/s 5.3 pJ/bit 11.1 dB 10-9

[121] 45nm 12 Gb/s 2.5 pJ/bit 15 dB 10-14

[122] 45nm 8.9 Gb/s 1.9 pJ/bit 20 dB 10-9

[123] 65nm 10 Gb/s 4.18 pJ/bit 14.5 dB 10-12

[124] 65nm 16 Gb/s 5.62 pJ/bit 15 dB 10-12

[114] 65nm 5 Gb/s 2.7 pJ/bit 7 dB 10-12

[125] 65nm 12.5 Gb/s 0.98 pJ/bit 12.1 dB 10-12

[126] 90nm 6.25 Gb/s 2.2 pJ/bit 15 dB 10-15

[127] 90nm 5 Gb/s 11.8 pJ/bit 16 dB 10-12

high bandwidth as a single waveguide can carry multiple wavelengths, each of which
can easily transport 10 Gb/s. The power consumption is intrinsically much lower than
baseband signaling, yet the reality is that the insertion losses introduced by all the ele-
ments, including the waveguides, couplers, splitters, modulators, typically lead to high
laser power requirements and dilute the energy advantage of these interconnects.

Work on silicon photonics has been performed for over a decade [131], yet the
explosive growth of data center networks and the advent of the chiplet paradigm has
given a new light to this area with the promise of achieving a bandwidth density of
Tb/s/mm2 and efficiencies of a few pJ/bit or even lower [86].

B.3 Physical Layer of RF/Wireless Interconnects

The physical layer of RF interconnects is similar to that of serial links in that data is
serialized and modulated. However, RF interconnects imply the modulation of signals
using a carrier frequency much higher than the system clock or modulation rate, in
the mmWave or THz bands. This requires a transceiver capable of performing this
up-/down-conversion and, if needed, of amplifying the RF signals.

RF interconnects can both consist of wired links whereby EM waves are guided
within integrated transmission lines, or wireless links where the waves are radiated
through the by chip package by means of an antenna. In the former case, several
works have explored multiple alternatives in the form of plastic or polymer waveguides
to be interfaced with the chips [85, 132, 133]. For the latter case, several works have
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Table B.3: Selection of transceiver proposals for chip-scale communications.
Reference Year Technology Modulation Frequency Speed Power Area

[135] 2012 65nm CMOS OOK 260 GHz 10 Gb/s 1.17 W 2.6 mm2

[36] 2014 65nm CMOS OOK 60 GHz 16 Gb/s 32 mW 0.23 mm2

[136] 2015 65nm CMOS QPSK 240 GHz 16 Gb/s 480 mW 1.84 mm2

[61] 2017 130nm SiGe BPSK 190 GHz 50 Gb/s 154 mW 1.9 mm2

[137] 2020 65nm CMOS OOK 60 GHz 12.5 Gb/s 33 mW 0.15 mm2

[74] 2021 250nm InP OOK 290 GHz 20 Gb/s N/A 0.3 mm2
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Figure B.2: Area and power consumption of sub-THz and THz transceivers (from 0.06
to 0.43 THz) for short-range high-rate wireless applications. Each data point indicates
the area/power and data rate of a single transceiver prototype or theoretical predictions
made in the literature. Only the analog part is considered. Data extracted from [6] and
references therein.

investigated on-chip antennas capable of providing integrability and wide bandwidths
for this scenario. For instance, Hou et al. present a Vivaldi antenna with a peak gain
of 5.5 dBi and 30% bandwidth around 150 GHz [134]. Approaching the THz band, mi-
crostrip leaky-wave antennas achieving 4.9 dBi with more than 26% bandwidth around
245 GHz or skirt-shaped designs with peak gain of 7.1 dBi and a huge 65% bandwidth
at 1 THz have been reported [52]. A complete analysis of different alternatives is given
in Deliverable D3.1 [1].

With regards to the transceiver implementation, Table B.3 lists a selection of pro-
posals that have been conceived for chip-to-chip or on-chip communication applica-
tions. We observe how the performance and resource consumption of these proposals
has been improving over the years and has provided designs that are comparable in
performance and efficiency to wired chip-to-chip interconnects.

For a broader analysis covering applications with moderately longer distances and
higher rates, Figure B.2 shows a snapshot of the state of the art of high-speed and
short-range wireless communication transceivers, which uses data from our own sur-
vey of designs for both on-chip and Wireless Personal Area Network (WPAN) applica-
tions. Table B.4 lists the specification ranges of the analyzed transceivers.

On the on-chip side of things, current transceiver implementations modulate data
on a high frequency carrier in the V band range (40-75 GHz) or beyond, using simple
schemes that reduce the area and power footprint. A representative example is that
proposed by Yu et al, a 30/60/90-GHz transceiver implemented with 65nm CMOS that
performs very close to the targets set by the WNoC paradigm as it delivers up to 48
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Table B.4: Summary of the specifications of the analyzed transceivers.

Applications Wireless Personal Area Networks (WPAN)
Wireless Chip-scale Networks

Technology

28–130 nm CMOS
28–45 mn FDSOI CMOS

55–250 nm SiGe BiCMOS/HBT
80 nm InP HEMT, 250 nm InP DHBT

Transceiver Architecture Impulse Radio (IR),
Continuous Wave (CW)

Modulation

On-Off Keying (OOK),
Amplitude Shift Keying (ASK),

Phase Shift Keying (BPSK/QPSK/),
Frequency Shift Keying (FSK),

Quadrature Amplitude Modulation (16/64/128/256 QAM)
Operation Frequency (fc) 8–820 GHz

Transmission Range (dmax) 0.06–222 cm
Data Rate (R) 2–120 Gbps

Gbps with a BER of 10-15 at a few centimeters, while occupying 0.8mm2 and consum-
ing 95mW (∼2pJ/bit) [7]. Another example is the transceiver presented in [138], which
is implemented in 65nm CMOS and operates in the 85-90 GHz band, achieving an
energy efficiency of 1.5 pJ/bit when transmitting at 6 Gbps and occupying 0.09mm2.
However, this design does not integrate an amplifier, which would render it insufficient
for wireless links. Beyond this, several proposals have pushed the frequency up to
the 135-140 GHz band, yet with modest performance due to the early stages of de-
velopment of THz technology. A design close to the WNoC requirements is presented
in [139] in 40nm CMOS, delivering 10 Gbps at around 10 pJ/bit with a BER of 10-11

for a transmission range of 10 cm. Following these advancements, recent years have
seen a surge in THz circuits for wireless communications and imaging [140–142]. First
complete integrated transceiver designs have been appearing, with two good exam-
ples being the SiGe BiCMOS implementation at 190 GHz promising 40 Gbps and 3.9
pJ/bit at 2cm range [61] or the 240-GHz design achieving 16 Gb/s at 30 pJ/bit for a few
centimeters as well [136, 143]. Further, a transceiver fabricated with an InP process
has been demonstrated to work beyond 10 Gb/s at around 300 GHz with an area of
around 0.25 mm2 [74], yet without power consumption results. Such trend is expected
to continue in the THz band, where significant efforts are devoted to filling the so-called
THz gap [144–148].

B.3.1 Models for Wireless Interconnects
Given the amount of published data on complete transceivers, one can build models
based on the published specifications. Yet surveys of wireless transceivers are scarce,
limited to a specific application, or have not had continuity to be updated across the
years. Examples relevant to WNoC could be the surveys from Gorisse et al. [43] or
Blanckenstein et al. [149]. The former was published in 2012 and focused on multi-
gigabit transceivers. The amount of data points was rather small at the time and the
work has not been continued. The latter was published in 2015 and focused on ultra-
low power transceivers (<1 mW) for Wireless Sensor Network (WSN). Such an anal-
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Figure B.3: Transceiver bandwidth density δTRX = R
Atrx

as a function of the transmis-
sion range or central frequency for [6–8] and references therein.

ysis, however, is hardly applicable to WNoC due to the low transmission rates, which
are in the Kb/s and Mb/s range.

In light of the lack of a survey covering the transceivers developed in the last decade
for high-speed and short-range wireless communications, we performed our own sur-
vey that considers a heterogeneous set of transceiver proposals as summarized in
Table B.4 and summarized above. Here, we evaluate the area and power of all the
designs and attempt to see their dependencies.

B.3.1.1 Area Models

Figure B.3 plots the relation of the bandwidth density with respect to the transmission
range and to the frequency. On the one hand, as expected, on-chip designs have
been demonstrated in ranges lower than those for WPAN applications. In either case,
the lower the range, the larger the bandwidth density. This can be explained in two
ways: (i) the transceiver components are simpler as the performance requirements are
relaxed, especially in the case of the power amplifier, which could even be eliminated.
Therefore the transceiver is smaller. (ii) For a fixed error rate, and thus a fixed SNR,
reducing the transmission range implies that a larger bitrate is supported. Therefore,
the bandwidth density that can be accommodate is theoretically larger. From this
figure, one could extract a relation between the two terms through linear fitting, despite
each analyzed work considering a different path loss model or measurement setup.

On the other hand, the plot describing the relation between bandwidth density and
frequency does not provide a clear trend. One reason is that many works focus on the
unlicensed band at 60 GHz and therefore there is not enough representative frequen-
cies for a model. Yet, one can infer certain trends from the plot, namely, (i) increasing
frequency towards the THz band seems to reduce the bandwidth density for on-chip
environments and improve moderately that of WPAN transceivers. In the former case,
higher path loss lead to the need of more powerful amplifiers which take significantly
more area, in bands where the PAE decreases. In the case of WPAN, instead, going
to higher bands provides larger bandwidth and relaxes the spectral efficiency require-
ments, which simplifies the transceivers.

Based on the trends identified above, we have repeated the plot on the area as a
function of the datarate, yet now adjusting the area according to the transmission range
using the fitting model provided above. As shown Figure B.4, we plot all points plus two
lines corresponding to a conservative fit that considers all designs equally important
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and to a Pareto frontier for the most area-efficient implementations. Interestingly, areas
below 0.5 mm2 are currently achievable even beyond 25 Gb/s at the chip scale.

B.3.1.2 Power Models

In a similar approach than that taken for the area modeling, here we plot the energy
per bit of a single transceiver as a function of the transmission range. From the results
of Figure B.5, it is very interesting to observe that the efficiency improves as the range
of operation is reduced. This is because at lower transmission distances, the channel
introduces less losses and the transceiver requirements in terms of gain are relaxed.

Due to the apparent relation between efficiency and transmission range, there have
been works that have proposed efficiency figures of merit that include the transmission
range. For instance, Gorisse et al. considers a normalization by the square root of
the distance. These considerations are accounted for in Figure B.6, which illustrates
how the power consumption scales with the datarate, based on out analysis and a
normalization of the transmission range and error rate for a fair comparison between
designs. Again, a conservative fit and the Pareto frontier are extracted from this the
data in this plot.
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C. Channel Simulations and Models

In this section the results of the simulations made to each configuration are collected.
The variations of parameters and materials performed to each scenario allowed evalu-
ating the behavior of each configuration in time and frequency domain. The appendix
is divided into 3 sections that contemplate each scenario, each section is divided into
2 more to show the results on path losses and delay spread gather from frequency
and time domain analysis to provide path loss and dispersion models. For the time
domain simulations, the delay spread at distance of 2mm, τrms(2mm), the exponent
γt, the worst case of delay spread τrms, and the coherence bandwidth Bc in GHz are
gathered. For all the analysis, unless otherwise stated, the parameters are the ones
stated in the default configuration. The path losses and delay spread considered will
be at a distance of 2mm.

C.1 Flip-chip Models

The default package dimensions and materials for the simulations, as well as the vari-
ations can be seen in tables 3.1 and 3.2 respectively.

The first stage of simulations was done at mmWave frequencies to later scale to-
wards THz frequencies. Approximately 62 variations and simulation scenarios were
made to characterize the behavior of the flip chip in frequency and time. Here is pro-
vided the impact of varying the dimensions of some parameters such as the silicon and
the heat spreader thicknesses or the lateral filling material. The idea is to get a grasp
of how this changes in the scenario affect the path losses and delay spread. Unless
otherwise specified the values for the parameters will be the same as in Section 3.2

Die Size: Varying the size of the die while maintaining the others parameters con-
stant has an influence on path losses and delay spread as shown in Fig. C.1(a). Some
observations to draw from this are that larger chips allow to implement longer wireless
links that lead to larger losses and dispersion. The range of losses doesn’t vary much
with the size of the chips. In terms of the delay spread, larger chips lead to higher
delay spread in general. Also is worth noticing that larger chips apparently improve
the mid range links in performance. The longer distance between antennas and the
lower impact of parameters such as margin dimensions could be the cause of this
improvement. This result might not be extensible to all combinations of Si and AIN
thicknesses.

Package dimensions and filler: The package was first simulated on the original
conditions and then the lateral interface material was changed to epoxy. In Fig. C.1 for
60 GHz, the use of epoxy seems to improve the path losses.The effect of the filler was
simulated for 240GHz, not seen here for the sake of brevity. For 240 GHz, the effect
of the material change is less noticeable, although it shows points of improvement (at
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8.5mm the path loss is improved by 12dB). Is also worth mentioning, that the impact
of using epoxy instead of vacuum is always present in the simulations, although the
amount of influence varies with the silicon and AIN thickness. The reason for this
behaviour can be the larger refractive index of the epoxy, which becomes closer to that
of SI/AIN.

From Fig. C.1 we observe that different dimensions of the lateral margin have a
relatively small impact o the scaling of path losses over distance. The trend is similar
for 60GHz and 240GHz. The effect is more noticeable in long links, whose main
components comes from this lateral space. When reducing the margin, the waves
travelling through the sides of the packages arrives stronger and faster, reducing the
path loss. In the delay spread the effect is more noticeable, for a package margin of
1mm the delay spread is below 0.05 ns.

Below, we list the tables concerning all simulation variations from the perspective
of frequency and time analysis. In the tables, Margin refers to lateral space between
the end of the chip and the package limits.
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Figure C.1: Path losses and Delay Spread for different die sizes
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Figure C.2: Path losses and Delay Spread for different die sizes at 60GHz
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C.2 Interposer

The default package dimensions and materials for the simulations, as well as the vari-
ations can be seen in Tables 3.6 and 3.7 respectively.

C.2.1 Channel Models
In this section is evaluated the influence of different variations in interposer results. For
this, around 50 simulations were made to get a good charaterization of the package.

Number of chiplets:The interposer was evaluated with 4 and 16 chiplets, always
leaving a separation of 2mm between chiplets and between the edge chiplets and
package limits. Figure C.4(a) shows that more chiplets lead to an improvement of
the path loss, upto 10dB. Reasons for this behavior may be (i) that the waves leave
the chiplet sooner and, instead of propagating through lossy silicon, they propagate
through the lossless filler and/or couple onto the interposer to reach the rest of chiplets
more efficiently. We also note that such small chiplets may become a resonant struc-
ture and lead to distorted or more directive radiation patterns at certain frequencies.
We can also see that more chiplets lead to a rather constant increment of the delay
spread of around 0.02 ns in average.The worst-case delay spread increases from 0.2
to 0.25 ns, reducing the coherence bandwidth from 5 to 4 GHz. One possible reason
is the more frequent change of propagation medium, which may be generating more
reflections at the interface between the chiplets and the package. These reflections
may accumulate at the tail of the received signal.

Inter-chiplet separation In Fig. C.2.1 the path loss and delay spread for different
chip separations is plotted. seem to imply that larger separations lead to better path
loss, especially at longer distances. The improvement can be larger than 20 dB. The
reasons are compatible with the discussion made above for varying number of chiplets.
On the other hand, the delay spread analysis seems to imply that the improvement in
path loss comes at the cost of a degradation of the delay spread. However, the effect
is clearly focused on mid-range links.

Interposer resistivity An interposer package was simulated for low-resistivity and
high-resistivity silicon interposers. It appears that the high-resistivity silicon may be
well supporting the propagation of waves within the package. For a silicon thickness of
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Figure C.3: Path losses and Delay Spread at 240GHz for different lateral space or
margin.
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Table C.1: Channel models of flip-chip in the frequency domain.

Frequency Die-side Si AIN Margin Filler PL0 γ

60GHz 8 0.1 0.1 1 Epoxy 28.03 1.8461
60GHz 8 0.1 0.1 1.4 Epoxy 29.56 1.5203
60GHz 8 0.1 0.1 1.8 Epoxy 26.66 2.0128
60GHz 8 0.1 0.5 1 Epoxy 30.03 0.5024
60GHz 8 0.5 0.1 1 Epoxy 34.38 3.4063
60GHz 8 0.5 0.5 1 Epoxy 30.1 3.3954

Frequency Die-side Si AIN Margin PL0 γ

60GHz 12 0.1 0.1 1 29.38 3.1777
60GHz 16 0.1 0.1 1 14.32 4.0046
60GHz 20 0.1 0.1 1 21.44 3.4457
60GHz 12 0.1 0.5 1 28.83 1.2427
60GHz 16 0.1 0.5 1 24.69 2.0561
60GHz 20 0.1 0.5 1 27.06 1.3886
60GHz 12 0.5 0.1 1 27.53 5.3195
60GHz 16 0.5 0.1 1 27.07 5.5588
60GHz 20 0.5 0.1 1 19.72 5.9863
60GHz 12 0.5 0.5 1 20.39 5.0687
60GHz 16 0.5 0.5 1 21.13 5.0764
60GHz 20 0.5 0.5 1 18.09 4.7711

Frequency Die-side Si AIN Margin PL0 γ

120GHz 8 0.1 0.1 1 22.03 3.6080
120GHz 8 0.1 0.5 1 18.79 0.7214

Frequency Die-side Si AIN Margin PL0 γ

180GHz 8 0.1 0.1 1 42.41 1.6648
180GHz 8 0.1 0.5 1 31.69 2.7625

Frequency Die-side Si AIN Margin PL0 γ

240GHz 8 0.1 0.1 1 43.71 2.8421
240GHz 8 0.1 0.1 1.4 47.48 3.0795
240GHz 8 0.1 0.1 1.8 51.02 2.4627
240GHz 8 0.1 0.5 1 44.49 1.3667
240GHz 8 0.5 0.1 1 54.83 4.1602
240GHz 8 0.5 0.5 1 51.27 2.8549

Frequency Die-side Si AIN Margin PL0 γ

240GHz 8 0.1 0.5 1 43.58 0.4257

0.1 mm and AlN of 0.5 mm, the impact of using bulk silicon instead of a high-resistivity
material on path loss is marginal.A potential reason may be that the bump arrays are
sort of a barrier hindering the coupling of waves to the interposer. The case of the
delay spread is interestingly different. In this case, the use of bulk silicon reduces
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Table C.2: Channel models of flip-chip in the time domain.

Die-side Si AIN Margin τrms(2mm) γt τrms BC

8 0.1 0.1 1 0.0202 0.0057 0.0687 14.55
8 0.1 0.1 1.4 0.02138 0.0076 0.0695 14.38
8 0.1 0.1 1.8 0.0212 0.0125 0.1015 9.85
8 0.1 0.5 1 0.08201 0.0013 0.1055 9.48
8 0.5 0.1 1 0.01173 0.0041 0.0483 20.72
8 0.5 0.5 1 0.03043 0.0090 0.1217 8.2144

Die-side Si AIN Margin τrms(2mm) γt τrms BC

12 0.1 0.5 1 0.08931 0.0037 0.1473 6.7874
16 0.1 0.5 1 0.07602 0.0055 0.1531 6.5332
20 0.1 0.5 1 0.05679 0.005 0.1684 5.9376

Die-side Si AIN Margin Filler τrms(2mm) γt τrms BC

8 0.1 0.1 1 Epoxy 0.03267 0.0103 0.1062 9.4201
8 0.1 0.1 1.4 Epoxy 0.03427 0.0123 0.1126 8.8802
8 0.1 0.1 1.8 Epoxy 0.03804 0.0166 0.1588 6.4202
8 0.1 0.5 1 Epoxy 0.09297 0.0028 0.1363 7.3384
8 0.5 0.1 1 Epoxy 0.01068 0.018 0.1454 6.8785
8 0.5 0.5 1 Epoxy 0.03407 0.0111 0.1185 8.4392

the delay spread in half. One possible reason may be that the lossy interposer is
attenuating multipath rays that would otherwise lead to higher dispersion.

Filling material The filling material was switched from vacuum to epoxy. The re-
sults that, similarly to in flip-chip packages, using epoxy instead of vacuum could im-
prove path loss. However, in the interposer case, the introduction of epoxy resin as
package filling material seems to be also helping reduce the delay spread, which did
not happen in simple flip-chips. The reason for this behavior is that the change of
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Figure C.4: Path loss and delay spread in an interposer divided into 4 or 16 chiplets
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refractive index between the chiplet and the package is less abrupt, reducing intra-
chiplet reflections and improving the chiplet–package transition. We speculate that,
since chiplets are smaller and the filling material is also present in the space between
chiplets (and not only in the package margins), the impact is more profound and posi-
tive.

C.3 WireBond

The default package dimensions and materials for the simulations, as well as the vari-
ations can be seen in tables 3.11 and 3.12 respectively. We note that, due to the high
attenuation of some ports at very close positions, the fitting lines may lead negative
exponents.
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Figure C.5: Path loss and delay spread for different inter-chiplet spacings.
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Figure C.6: Path loss and delay spread in an interposer for low-resistivity and high-
resistivity silicon interposers.
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Die size: Fig C.8 increasing the die size improves the attenuation suffered by the
electromagnetic waves by 5–10 dB in average between 8-mm and 20-mm dies. In
terms of delay spread, the size of the chip does not change the main linearly increasing
trend. When scaling to 12 or 16 mm, the same average trend is observed, but simply
extrapolated to longer distances.

I/O pitch: Figure C.9 shows the path loss and delay spread as a function of the
number of bond wires. The values for path loss may increase by more than 10 dB
when increasing the number of bond wires in the periphery of the chip from 32 to 128.
From the second plot, we see that the presence of a dense array of bond wires seems
to have a positive effect on the delay spread. Worst-case spreads as low as 0.1 ns (10
GHz) are shown in this plot for 128 wires in contrast to the value of 0.13ns (7.7 GHz)
for 32 wires

Top of the package: Finally is assessed how the decisions relative to the vertical
dimensions of the package and the material of the lid affect the channel. The use of a
metallic can improve the path loss by variable amounts between a few dB upto more
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Figure C.7: Path loss and delay spread for different filling materials.
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Figure C.8: Path loss and delay spread for different die sizes.
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Table C.3: Channel models of the interposer package in the frequency domain. By
default, number of chiplets is 4 and filler is vacuum.

Frequency Die-side Si AIN Separation PL0 γ

60GHz 20 0.1 0.1 1 27.98 2.2173
60GHz 20 0.1 0.1 2 31.42 3.3606
60GHz 20 0.1 0.1 4 25.21 5.3179
60GHz 20 0.1 0.5 2 31.15 2.5834
60GHz 20 0.5 0.1 2 39.77 4.5022
60GHz 20 0.5 0.5 2 31.06 5.0369

Frequency Die-side Si AIN Separation Filler PL0 γ

60GHz 20 0.1 0.1 1 Epoxy 18.21 1.6875
60GHz 20 0.1 0.1 2 Epoxy 19.73 2.8751
60GHz 20 0.1 0.1 4 Epoxy 19.78 3.5958
60GHz 20 0.1 0.5 2 Epoxy 35.96 1.3719
60GHz 20 0.5 0.1 2 Epoxy 38.25 4.1678
60GHz 20 0.5 0.5 2 Epoxy 29.8 4.5977

Frequency Die-side Si AIN Separation PL0 γ

120GHz 20 0.1 0.5 2 15.35 5.3794
180GHz 20 0.1 0.5 2 23 4.6952
240GHz 20 0.1 0.5 2 35.48 3.6252

Frequency Die-side Si AIN Separation Chiplets PL0 γ

60GHz 20 0.1 0.1 2 16 29.37 1.8956
60GHz 20 0.1 0.5 2 16 34.44 1.2671
60GHz 20 0.5 0.1 2 16 40.42 2.0063
60GHz 20 0.5 0.5 2 16 41.1 2.0063

Frequency Die-side Si AIN Separation Interposer material PL0 γ

60GHz 20 0.1 0.1 2 Bulk silicon 31.17 3.7019
60GHz 20 0.1 0.5 2 Bulk silicon 31.62 2.772
60GHz 20 0.5 0.1 2 Bulk silicon 38.96 4.9392
60GHz 20 0.5 0.5 2 Bulk silicon 30.7 5.2484

than 10 dB. In case of delay spread, since the package starts becoming an attenuated
reverberation chamber, the delay spread is expected to increase. As shown in the
figure, the delay spread with the metallic cover is around 2x larger than the delay
spread obtained with the ceramic cover.

The dimensions of the molding compound that fills the cavity containing the bond
wires does not have a noticeable impact in path loss as is seen from Fig. C.11(a).This
suggests that the main propagation mechanism is either surface waves at the inter-
face between the insulator and other materials, or space waves within the silicon/heat
spreading material. In terms of delay spread, the effect of the molding compound
thickness is more noticeable –it leads to an increase of around 40 ps.
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Table C.4: Channel models of the interposer package in the time domain. By default,
number of chiplets is 4 and filler is vacuum.

Die-side Si AIN Separation Chiplets τrms(2mm) γt τrms BC

20 0.1 0.5 2 16 0.1176 0.0088 0.2553 3.91

Die-side Si AIN Separation τrms(2mm) γt τrms BC

20 0.1 0.1 1 0.05191 0.0144 0.2191 4.56
20 0.1 0.1 2 0.01838 0.0158 0.2288 4.37
20 0.1 0.1 4 0.01977 0.0157 0.2247 4.44
20 0.1 0.5 2 0.09539 0.0087 0.2113 4.73
20 0.5 0.1 2 0.003031 0.0167 0.2275 4.39
20 0.5 0.5 2 0.02422 0.0119 0.1994 5.01

Die-side Si AIN Separation Filler τrms(2mm) γt τrms BC

20 0.1 0.5 2 epoxy 0.1056 0.0062 0.2088 4.78

Die-side Si AIN Separation τrms(2mm) γt τrms BC

20 0.1 0.5 2 0.08321 0.0033 0.1433 6.97

Die-side Si AIN Separation Material τrms(2mm) γt τrms BC

20 0.1 0.1 2 Bulk Si 0.01498 0.0044 0.0888 11.25
20 0.1 0.5 2 Bulk Si 0.1362 0.0048 0.2363 4.23
20 0.5 0.1 2 Bulk Si 0.01035 0.0034 0.0697 14.34
20 0.5 0.5 2 Bulk Si 0.08032 0.0014 0.1789 5.58
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Figure C.9: Path loss and delay spread for different number of wires.
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Figure C.10: Path loss and delay spread for different enclosure materials.
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Figure C.11: Path loss and delay spread for different mold margins.
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Table C.5: Channel models of wirebond in the frequency domain.

Frequency Die-side Si AIN Mold PL0 γ

60GHz 8 0.1 0.1 0.1 100.8 -2.1261
60GHz 8 0.1 0.1 0.05 99.4 -1.6974
60GHz 8 0.1 0.5 0.1 107.7 -2.2400
60GHz 8 0.1 0.5 0.05 109.3 -2.5698
60GHz 8 0.5 0.1 0.1 112.9 -0.2212
60GHz 8 0.5 0.1 0.05 114.9 -0.5495
60GHz 8 0.5 0.1 0.5 104.4 -2.8302
60GHz 8 0.5 0.5 0.1 108.3 -1.9770
60GHz 8 0.5 0.5 0.05 108.5 -1.7985

Frequency Die-side Si AIN Mold Enclosure PL0 γ

60GHz 8 0.1 0.1 0.1 PEC 100.2 -2.279
60GHz 8 0.1 0.1 0.05 PEC 98.64 -1.6084
60GHz 8 0.1 0.1 0.5 PEC 102.1 -2.5356
60GHz 8 0.1 0.5 0.1 PEC 111.3 -2.7069
60GHz 8 0.1 0.5 0.05 PEC 102.5 -1.2904
60GHz 8 0.5 0.1 0.1 PEC 112.1 -2.4114
60GHz 8 0.5 0.1 0.05 PEC 110.3 -1.6998
60GHz 8 0.5 0.5 0.1 PEC 108.8 -2.0726
60GHz 8 0.5 0.5 0.05 PEC 108.6 -2.1842

Frequency Die-side Si AIN Mold PL0 γ

60GHz 12 0.1 0.1 0.1 109.2 -2.3959
60GHz 16 0.1 0.1 0.1 109 -1.8517
60GHz 20 0.1 0.1 0.1 102.7 -0.3921
60GHz 12 0.1 0.5 0.1 113.6 -2.0932
60GHz 16 0.1 0.5 0.1 115.2 -1.6186
60GHz 20 0.1 0.5 0.1 116.7 -1.2912
60GHz 12 0.5 0.1 0.1 112.9 -0.0194
60GHz 16 0.5 0.1 0.1 111.1 0.6454
60GHz 20 0.5 0.1 0.1 115.2 0.4642
60GHz 12 0.5 0.5 0.1 109.1 -0.8993
60GHz 16 0.5 0.5 0.1 107.8 0.0582
60GHz 20 0.5 0.5 0.1 103.4 0.6274

Frequency Die-side Si AIN Mold BondWires PL0 γ

60GHz 8 0.1 0.1 0.1 64 118.8 -4.3933
60GHz 8 0.1 0.5 0.1 64 121.11 -3.5367
60GHz 8 0.1 0.5 0.1 128 127.3 -3.2772

Frequency Die-side Si AIN Mold PL0 γ

120GHz 8 0.1 0.5 0.1 114.1 n/a
180GHz 8 0.1 0.5 0.1 128.2 -2.9172
240GHz 8 0.1 0.5 0.1 129.9 -3.7184

www.wiplash.eu 95 October 1, 2021



WiPLASH D3.1 H2020-FETOPEN-863337

Table C.6: Channel models of wirebond in the time domain.

Die-side Si AIN Mold τrms(2mm) γt τrms BC

8 0.1 0.1 0.1 0.05938 0.0128 0.1322 7.56
8 0.1 0.1 0.05 0.05495 0.0129 0.1296 7.71
8 0.1 0.1 0.5 0.08449 0.0136 0.1535 6.51
8 0.1 0.5 0.1 0.09132 0.0067 0.1336 7.48
8 0.5 0.1 0.1 0.06472 0.0207 0.1962 5.09
8 0.5 0.5 0.1 0.08703 0.0220 0.1943 5.14

Die-side Si AIN Mold Enclosure τrms(2mm) γt τrms BC

8 0.1 0.5 0.1 PEC 0.1907 0.0173 0.2882 3.47

Die-side Si AIN Mold τrms(2mm) γt τrms BC

12 0.1 0.5 0.1 0.07713 0.0095 0.1791 5.58
16 0.1 0.5 0.1 0.07832 0.0084 0.2071 4.82

Die-side Si AIN Mold Bondwires τrms(2mm) γt τrms BC

8 0.1 0.5 0.1 64 0.07439 0.0052 0.1065 9.39
8 0.1 0.5 0.1 128 0.06537 0.0069 0.1016 9.84
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D. MAC Protocol Simulations and Models

In this appendix, we gather all the results from simulations of BRS, Token, and FUZZY
TOKEN for the multiple traffic patterns and system sizes from N = 16 to N = 1024.
Tables can be found in the subsequent pages.

97



WiPLASH D3.1 H2020-FETOPEN-863337

Table D.1: Latency-throughput characteristic of the evaluated MAC protocols for 16
nodes and different workloads.
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Table D.2: Latency-throughput characteristic of the evaluated MAC protocols for 32
nodes and different workloads.
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Table D.3: Latency-throughput characteristic of the evaluated MAC protocols for 64
nodes and different workloads.
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Table D.4: Latency-throughput characteristic of the evaluated MAC protocols for 128
nodes and different workloads.
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Table D.5: Latency-throughput characteristic of the evaluated MAC protocols for 256
nodes and different workloads.
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Table D.6: Latency-throughput characteristic of the evaluated MAC protocols for 512
nodes and different workloads.
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Table D.7: Latency-throughput characteristic of the evaluated MAC protocols for 1024
nodes and different workloads.
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Table D.8: BRS model parameters for different system sizes and workloads.

BRS, 16 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.39 0.38 0.38
α -3.3 -3.2 -3.8
β 60.6 60.3 63
τZL 5.2 5.2 5.2

0.6

λsat 0.41 0.4 0.39
α -10.9 -86.5 -385.3
β 532.3 676.4 1513.8
τZL 24 26.5 34.2

0.7

λsat 0.36 0.3 0.3
α -181 -180.1 -593.4
α 1327 1279 2888
τZL 49.2 49.5 63.4

0.8

λsat 0.15 0.15 0.18
α -777 -895.6 -1213.3
β 6185 6893.3 6420
τZL 226 232.5 246.7

0.9

λsat 0.1 0.1 0.05
α -209 402.4 1837.6
β 5656 5116.3 965.5
τZL 324.2 353 248.5

BRS, 32 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.39 0.39 0.39
α -16 2 -16
β 115.3 37.6 117.1
τZL 5.8 5.1 5.6

0.6

λsat 0.37 0.37 0.33
α 19.9 14.9 -430.7
β 434.5 415.3 4045.3
τZL 25.2 21.2 30.6

0.7

λsat 0.37 0.2 0.3
α -310.8 38.8 -3.1
β 2475 1039.4 1853.2
τZL 57 43.1 41.2

0.8

λsat 0.15 0.15 0.18
α 389.4 -663.5 427.7
β 2073 5725.6 3873.6
τZL 142 206 137.8

0.9

λsat 0.1 0.1 0.01
α 812 2256.3 5982.8
β 4067.2 -3056.4 -21993
τZL 237.9 239 123.9

BRS, 64 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.35 0.28 0.28
α 1.1 0.5 0.27
β 40 42.6 43.5
τZL 5.1 5.1 5.1

0.6

λsat 0.35 0.2 0.2
α -153.3 -39.1 -6.4
β 476.7 711.6 622
τZL 34 30 24.3

0.7

λsat 0.35 0.2 0.2
α 176.2 -360 -93.6
β 476.7 1892.8 1274.6
τZL 34 70.4 51.8

0.8

λsat 0.3 0.15 0.18
α -1025.7 -584.7 -332.4
β 17174 5158.7 6773.8
τZL 120.5 196 181.6

0.9

λsat 0.2 0.1 0.05
α 1060.5 1660 172.5
β -11620.6 1477.1 5516.2
τZL 421.8 182.5 356.2

BRS, 128 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.4 0.4 0.4
α -4.7 4.8 6.3
β 16.2 12.9 -17
τZL 5 5 5

0.6

λsat 0.45 0.45 0.45
α 650 -102.6 -117.1
β -10739 1168.8 892
τZL 29.7 33.6 39.2

0.7

λsat 0.4 0.4 0.4
α 188.1 -77.9 -72.1
β -369.8 2187 1662
τZL 65.8 66.4 60.6

0.8

λsat 0.2 0.2 0.2
α 942 -702.8 -847.8
β -3804.2 -7483.7 3943.3
τZL 278.8 272.7 104

0.9

λsat 0.2 0.2 0.2
α 937.7 -93119 84
β 4799.6 219054 7602.8
τZL 400 4773 427.9
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Table D.9: BRS model parameters for different system sizes and workloads (cont.).

BRS, 256 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.42 0.42 0.41
α 4 4.5 4.6
β 25 21.1 19
τZL 5 5 5

0.6

λsat 0.4 0.3 0.25
α 124.7 -1234 -155.1
β -447 9165 2055
τZL 131 136 100

0.7

λsat 0.2 0.15 0.17
α 232.5 -145 -365.9
β -286 1727 3055
τZL 202 205 182

0.8

λsat 0.1 0.01 0.1
α -580.7 -1333 6347
β 8543 16276 -37356
τZL 656 630 435

0.9

λsat 0.01 0.01 0.05
α 7511.3 -7552 4483
β -13210.6 54802 -16849
τZL 761 1146 724

BRS, 512 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.4 0.4 0.4
α 2.7 2 3
β 32 33.7 28
τZL 5 5 5.1

0.6

λsat 0.28 0.25 0.23
α 1833 1832 927
β -120325 -120325 -4878
τZL 792 792 729

0.7

λsat 0.1 0.01 0.01
α -2740 1665 1665
β 16125 -9033.8 -9033.9
τZL 1215 1041 1041

0.8

λsat 0.01 0.1 0.01
α 3517 -3265 -3265.9
β 2675 19855 19855
τZL 2246 1805 1805

0.9

λsat 0.01 0.01 0.01
α -1411 -1411.3 -7764
β 15015 15015 35320
τZL 3374 3374 3843

BRS, 1024 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.4 0.4 0.4
α 3.44379 -5944 -245388
β 28 440835 504967
τZL 5 12864 26350

0.6

λsat 0.01 0.01 0.01
α 927 -245388 -238865
β -4878 504967 487224
τZL 729 26350 27201

0.7

λsat 0.01 0.01 0.01
α -3426 -238865 -203322
β 12753 487224 393471
τZL 1337 27201 32088

0.8

λsat 0.01 0.01 0.01
α -189383 -203322 -314655
β 368984 393471 517459
τZL 30584 32088 54911

0.9

λsat 0.01 0.01 0.01
α -105281 -314655 -181995
β 234206 517459 444812
τZL 23731 54911 13100
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Table D.10: Token model parameters for different system sizes and workloads.

Token, 16 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.65 0.68 0.68
α 6 -3 6
β 28 60 21
τZL 11 5 11

0.6

λsat 0.5 0.65 0.65
α -1 18 -34
β 308 259 401
τZL 91 86 90

0.7

λsat 0.35 0.4 0.4
α -169 -200 386
β 1202 1259 -398
τZL 175 176 148

0.8

λsat 0.01 0.1 0.15
α 4361 3364 2014
β -5307 -3196 -2327
τZL 512 554 648

0.9

λsat 0.01 n/a n/a
α 6170 -529 6124
β -10795 2453 -7813
τZL 1276 1638 1261

Token, 32 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.6 0.6 0.23
α -88 16 0.2
β 252 25 70
τZL 25 19 20

0.6

λsat 0.01 0.01 0.015
α -52 -173 -602
β 1074 528 6049
τZL 177 190 169

0.7

λsat n/a 0.01 0.01
α n/a 122 5581
β n/a 942 -32791
τZL n/a 306 133

0.8

λsat n/a n/a 0.01
α n/a n/a -1987
β n/a n/a 71157
τZL n/a n/a 1352

0.9

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

Token, 64 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.4 0.4 0.4
α 32 31 30
β 62 52 53
τZL 35 35 35

0.6

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.7

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.8

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.9

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

Token, 128 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.2 0.01 0.01
α 70 80 -85
β -1 -135 -239
τZL 67 67 64

0.6

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.7

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.8

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.9

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a
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Table D.11: Token model parameters for different system sizes and workloads (cont.)

Token, 256 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.01 0.01 0.01
α 132 130 126
β 200 177 196
τZL 131 130 131

0.6

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.7

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.8

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.9

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

512 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.01 0.01 0.01
α 266 245 236
β 359 517 429
τZL 259 259 260

0.6

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.7

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.8

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.9

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

Token, 1024 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.01 0.01 0.01
α 394 403 427
β 1311 1065 1018
τZL 523 521 519

0.6

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.7

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.8

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a

0.9

λsat n/a n/a n/a
α n/a n/a n/a
β n/a n/a n/a
τZL n/a n/a n/a
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Table D.12: Fuzzy token parameters for different system sizes and workloads.

Fuzzy Token, 16 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.65 0.68 0.68
α -2 -1 -1
β 46 44 43
τZL 5 5 5

0.6

λsat 0.62 0.65 0.65
α -16 -83 -115
β 315 420 511
τZL 25 28 29

0.7

λsat 0.35 0.4 0.4
α 68 109 -68
β 530 442 946
τZL 40 38 51

0.8

λsat 0.3 0.23 0.18
α -36 -14 965
β 2829 2495 -382
τZL 40 209 170

0.9

λsat 0.1 0.1 0.05
α 70 879 321
β 4737 1604 3128
τZL 310 341 314

Fuzzy Token, 32 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.65 0.68 0.68
α 291 2.9 -43
β 658 50 177
τZL 22 5 7

0.6

λsat 0.62 0.65 0.65
α 78 108 286
β 132 64 -1509
τZL 23 21 21

0.7

λsat 0.35 0.4 0.4
α 102 -41 -748
β 482 866 7284
τZL 39 50 60

0.8

λsat 0.3 0.23 0.18
α 2672 511 1325
β -4965 379 -4301
τZL 77 171 126

0.9

λsat 0.1 0.1 0.05
α 79 775 -544
β 1312 2812 9254
τZL 446 309 375

Fuzzy Token, 64 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.5 0.5 0.5
α -1 -2 -2
β 120 123 123
τZL 5 5 5

0.6

λsat 0.35 0.2 0.2
α 92 -56 -128
β 227 819 836
τZL 29 32 39

0.7

λsat 0.35 0.2 0.2
α -348 -388 -63
β 1925 1870 1205
τZL 89 93 62

0.8

λsat 0.3 0.15 0.18
α 3268 -188 3916
β -21099 5028 -12427
τZL 161 240 68

0.9

λsat 0.2 0.1 0.05
α 6597 2184 -3506
β -4100 1374 22912
τZL 252 263 561

Fuzzy Token, 128 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.4 0.4 0.4
α 6 4 6
β 221 12 -16
τZL 5 4 4

0.6

λsat 0.45 0.45 0.45
α 252 151 73
β -410 589 689
τZL 28 28 29

0.7

λsat 0.4 0.4 0.4
α 56 -90 171
β 1715 2009 923
τZL 74 70 59

0.8

λsat 0.2 0.2 0.2
α 97 2165 972
β 4299 -18043 1303
τZL 233 135 132

0.9

λsat 0.2 0.2 0.2
α 106 1744 -2261
β 10241 8255 15687
τZL 485 387 543
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Table D.13: Fuzzy token parameters for different system sizes and workloads (cont.)

Fuzzy Token, 256 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.25 0.25 0.25
α 6 3.77 10
β 571 593 520
τZL 5 5 5

0.6

λsat 0.2 0.2 0.25
α 1006 233 -26
β -3936 3162 2823
τZL 81 79 98

0.7

λsat 0.2 0.15 0.17
α -1468 -821 382
β 1513 6810 7217
τZL 218 215 148

0.8

λsat 0.1 0.1 0.1
α 6184 3142 6006
β -14870 -8602 -21973
τZL 349 490 360

0.9

λsat 0.01 0.01 0.05
α -11806 -1620 13381
β 92880 31607 -65840
τZL 1419 1026 567

Fuzzy Token, 512 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.2 0.2 0.2
α -357 -202 -179
β 4258 3365 3252
τZL 15 10 9

0.6

λsat 0.1 0.1 0.1
α -1816 36 568
β 14370 8956 5934
τZL 529 496 495

0.7

λsat 0.01 0.01 0.01
α -3160 -7700 -137
β 23175 46786 10515
τZL 870 1150 739

0.8

λsat 0.01 0.01 0.01
α -10357 4654 1745
β 79312 5178 11065
τZL 2138 1133 1429

0.9

λsat 0.01 0.01 0.01
α -36158 8558 -21068
β 127565 6086 138691
τZL 5610 2565 3408

Fuzzy Token, 1024 Nodes

H Par.
σ

0.5 10 100

0.5

λsat 0.2 0.2 0.2
α 2825 3225 -779
β 2086 635 12472
τZL -162 -180 25

0.6

λsat 0.15 0.15 0.15
α -2743 15043 -1626
β 40395 -10946 35072
τZL 2273 1152 2412

0.7

λsat 0.01 0.01 0.01
α 43693 2752 23158
β -51954 41439 -11256
τZL -812 2695 1269

0.8

λsat 0.01 0.01 0.01
α 96417 -5349 -47810
β -111019 92486 190557
τZL -3470 7826 12009

0.9

λsat 0.01 0.01 0.01
α 215759 119395 55623
β -281913 -157824 24399
τZL -16785 -1690 1982
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